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Preface 

Books are to be called for and sup­
plied on the assumption that the pro­
cess of reading is not half-sleep, but in 
the highest sense an exercise, a gym­
nastic struggle; that the reader is to do 
something for himself. 

WALT WHITMAN 

The old games are the best games. One of the oldest is geometric con­
structions. As specified by Plato, the game is played with a ruler and a 
compass, where the ruler can be used only to draw the line through two 
given points and the compass can be used only to draw the circle with a 
given center and through a given point. Skilled players of the game some­
times give themselves a handicap, such as restricting the compass to a fixed 
opening. A more severe restriction is to use only the ruler, after drawing ex­
actly one circle (Chapter 6). On the other hand, a master player of Plato's 
game need not use the ruler at all (Chapter 3). Some prefer to play the 
game of geometric constructions with other tools, even toothpicks (Chap­
ter 8). The most famous of the other construction tools is the marked ruler, 
which is simply a ruler with two marks on its edge (Chapter 9). We can 
do more constructions with only the marked ruler than with the ruler and 
compass. For example, we will prove that angle trisection is generally im­
possible with only the ruler and compass (Chapter 2), and we will see how 
to trisect any given angle with a marked ruler. The first chapter starts from 
scratch and reminds us of all the euclidean constructions from high school 



x Preface 

that we have forgotten or never seen. The last chapter covers geometric 
constructions by paperfolding. 

Although many of our construction problems are inherited from antiq­
uity, we take advantage of modern algebra and the resultant coordinate 
geometry to analyze and classify these problems. We necessarily encounter 
algebra in exploring the constructions. Various geometric construction tools 
are associated with various algebraic fields of numbers. This book is about 
these associations. Some readers will find this theoretical association a fas­
cinating end in itself. Some will be stimulated to seek out elegant means 
of accomplishing those constructions that the theory proves exist and will 
know to avoid those proposed constructions that the theory proves do not 
exist. It is important to know what cannot be done in order to avoid wasting 
time in attempting impossible constructions. The reader of this book will 
not be among those few persons who turn up every year to proclaim they 
have"solved a construction problem that has stumped mathematicians for 
over two thousand years." The principal purposes for reading this book arc 
to learn a little geometry and a little algebra and to enjoy the exercise. 

Very little mathematical background is required of the reader. Abstract 
algebra, in general, and galois theory, in particular, are not prerequisite. 
Once the ideas introduced in the second chapter become familiar, the rest of 
the book follows smoothly. Even though the format is that of a textbook, 
there are so many hints and answers to be found in the lengthy section 
called The Back of the Book that the individual studying alone should 
have no problem testing comprehension against some of the exercises. A 
lozenge 0 indicates that a given exercise has an entry in The Back of the 
Book. 

By skipping over the optional Chapter 8 to get to the essential Chapter 9, 
an instructor can expect to cover the material in one semester. A new 
instructor should be warned that, although students will at first balk at 
the schemes that are introduced in the first chapter, the students will very 
quickly learn to use them and that the instructor's problem will be turning 
the schemes off when they are no longer appropriate. 

If the figures in the text have a home-made look, it is partly because 
they have been made by an author learning to use The Geometer's Sketch­
pad, Dynamic Geometry for the Macintosh, published by Key Curriculum 
Press. The dynamic power of this software helped in making the figures and 
suggests a challenging follow-up seminar that attacks the question, What 
points can theoretically be constructed with this software? The task would 
be to consider the mathematical aspects of formulating a new chapter with 
the geometric construction tool motivated by The Geometer's Sketchpad. 

The material has been class tested for many semesters with a master's 
level class for secondary teachers. The students in these classes have helped 
shape this book. The text jelled in the summer of 1984 with the then new 
Macintosh. Notes from that time show that we had class elections to de­
termine the official definitions for the semester. The preliminary version of 
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the text then carried the dedication FOR GILLYGALOOS EVERYWHERE. A 
residue of these classes can be seen in the somewhat unconventional Chap­
ter 7, where there is a possibility of hands-on learning about mathematical 
structure. 

I would like to thank the editors at Springer-Verlag for accepting Geo­
metric Constructions for this distinguished series. There are three wonder­
ful women at Springer-Verlag New York who have steered the text from 
manuscript to bound book. They are Ina Lindemann, Anne Fossella, and 
Victoria Evarretta. I also wish to thank Mademoiselle Claude Jacir, Docu­
mentaliste au Musee, l'Ordre de la Legion d'honneur, for providing infor­
mation on Pierre Joseph Glotin. Finally, I am very much indebted to my 
friend and colleague Hugh Gordon, who made many helpful suggestions 
while teaching from preliminary versions of this book. 

George E. Martin 
martin@math.albany.edu 



1 
Euclidean Constructions 

There is much to be said in favor of a 
game you play alone ... the company is 
most congenial and perfectly matched 
in skill and intelligence, and there is no 
embarrassing sarcastic utterance should 
you make a stupid play. The game is 
particularly good if it is truly challeng­
ing and if it possesses manifold variety . 
. .. The Greek geometers of antiquity 
devised such a game ... 

HOWARD EVES 

Until recently, Euclid's name and the word geometry were synonymous. It 
was Euclid who first placed mathematics on an axiomatic basis. He did such 
a remarkable job of presenting much of the known mathematical results of 
his time in such an excellent format that almost all the mathematical works 
that preceded his were discarded. Euclid's principal work, Elements, has 
been the dominating text in mathematics for twenty-three centuries. It is 
only in this last half of our own century that Euclid is not the primary 
text used by beginning students. Yet, we know almost nothing about this 
person who wrote the world's most successful secular book. We suppose 
Euclid studied at Plato's Academy in Athens and was an early member 
of the famed Museum/Library at Alexandria. Alexandria became the most 
important city in the Western world after the death of Alexander the Great 
and remained so until Caesar's Rome dominated Cleopatra's City. Even 
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2 1. Euclidean Constructions 

then, while Rome was at its height, Alexandria remained the intellectual 
capital of the Empire. Alexandria was a major influence for a thousand 
years, from the time of Euclid in 300 Be until the fall of Alexandria to the 
Arabs in AD641. Greek mathematics is mostly a product of the Golden Age 
of Greek Science and Mathematics, which was centered at Alexandria in 
the third century Be. Although located in what is now Egypt, the ancient 
city was Greek with the full name Alexandria-near-Egypt. The first of the 
city's rulers who could even speak to the Egyptians in their own language 
was Cleopatra, who died in 30 Be. Can there be any doubt that the very 
learned Cleopatra studied her geometry from Euclid's Elements? 

Euclid's Elements is divided into thirteen Books, preceded by the Axioms 
and the Postulates. Although there has been a great deal written about the 
difference between these two types of fundamental assumptions, today we 
no longer debate about which should be which and use the words axiom 
and postulate interchangeably to denote an underlying assumption. 

A definition is an abbreviation. Definitions may abbreviate mathematical 
concepts with symbols as well as with words, which are, after all, also sym­
bols. For example, assuming we understand what it means to talk about the 
vertices of a triangle, the mathematical symbol f:::..ABC is defined to be an 
abbreviation for "the triangle whose vertices are the points A,B,C." Some 
maintain that the principal art of creating mathematics is formulating the 
proper definitions. All mathematics students know that the first thing that 
must be mastered in any mathematics class is the definitions. Otherwise, 
the student fails to understand what is being discussed. As Socrates said, 
The beginning of wisdom is the definition of terms. 

Each Book of Euclid's Elements contains a sequence of Propositions, 
which are of two types: the theorems and the problems. In general, a theo­
rem is a statement that has a proof based on a given set of postulates and 
previously proved theorems. A proof is a convincing argument. A problem 
in Euclid asks that some new geometric entity be created from a given set. 
We call a solution to such a problem a construction. This construction is 
itself a theorem, requiring a proof and having the form of a recipe: If you 
do this, this, and this, then you will get that. Such a mathematical recipe 
is called an algorithm. So a construction is the special type of theorem that 
is also an algorithm. (We hesitatingly offer the analogy: Problem: Make a 
pudding; Construction: Recipe; Proof: Eating.) 

It may be worthwhile to reread the preceding paragraph. For a sim­
ple example of this important Problem-Construction-Proof sequence, we 
can take Euclid's first proposition: Problem: Given two points A and B, 
construct a point C such that f:::..ABC is equilateral. After introducing the 
notation PQ for the circle with center P that passes through point Q, the 
appropriate theorem is easily stated: Construction: If A and B are two 
points and if C is one of the points of intersection of the circles AB and 
B A , then f:::..ABC is equilateral. In particular, the construction not only 
states the existence of the point C required by the problem but also ex-
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plicitly tells how to find C. The argument for this construction is short: 
Proof: Since AC = AB and BC = BA because radii of the same circle are 
congruent, then AB = BC = CA. 

In addition to the Problem-Construction-Proof sequence, we should not 
overlook the fun of actually representing the theorem by creating an illus­
tration that is carefully drawn with the geometric tools. Usually this draw­
ing is also called a construction (The pudding?). So "construction" has two 
technical meanings. We will use the word for both meanings. Whether a 
particular occurrence of the word means the special type of theorem that 
is a geometric algorithm or means a drawing that illustrates such a the­
orem must be determined from the context. It is the combination of the 
construction (theorem) and the construction (drawing) that has provided 
so much pleasure to so many persons for so many centuries. You may feel 
that one is incomplete without the other. 

The term sketch is reserved in this book for an informal, freehand repre­
sentation of a formal construction drawing. Sketches are usually sufficient 
for our purposes. As a final observation about words and their meanings, 
we note that there will probably be no confusion with the general use of the 
word figure and its technical use, where the word denotes a set of points in 
the plane. 

Whether a constructed drawing or a freehand sketch is used to illustrate 
a theorem, we have almost certainly been warned often that we should 
not argue from the figure. Some have even suggested that there should 
be no figures in geometry to avoid the temptation to this fault. However, 
figures not only help us keep track of complicated algorithms, but they are 
fun to see and fun to create. Geometry without figures is possible but not 
enjoyable. This is especially true when the geometry concerns the topic of 
geometric constructions. 

We will use the notation in the adjacent box throughout. 

A-B-C 
AB 
AS 
AB 
AB 
AB 
ABC 
mL.ABC 
L:.ABC 
ABC 
DABCD 
ABCD 
p=q 
p~q 

p"'q 

means point B is between points A and C. 
denotes the line through the two points A. and B. 
denotes the ray with vertex A that passes through B. 
denotes the segment with endpoints A and B. 
denotes the distance from A to B. 
denotes the circle through B with center A. 
denotes the circle with center A and radius BC. 
denotes the degree measure of the angle L.ABC. 
denotes the triangle with vertices A,B,C. 
denotes the area of L:.ABC. 
denotes the quadrilateral with sides AB, BC, CD, DA. 
denotes the area of DABC D. 
means "p" and "q" are names for the SaIne object. 
is read "p is congruent to q." 
is read "p is similar to q." 
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By "given a segment," we suppose the two endpoints of a segment are 
determined. In the absence of further explanation, we understand "given 
AB" to mean only that the two points A and B are determined. 

Almost everyone knows that "Q.E.D." signifies the end of an argument. 
The end of the proof of a theorem in Euclid is traditionally noted by this 
abbreviation for "quod erat demonstratum" (which was to be proved). 
However, not many know what "Q.E.F." signifies. This is short for "quod 
erat factorum" (which was to be constructed) and comes at the end of the 
proof of a construction that solves a problem. Of course, this notation is 
a tradition from the Latin translations and not the original Greek. Today, 
the end of a proof is generally denoted by a symbol like the one we will 
use: •. 

For easy reference, we are going to state in one location many of the 
construction problems from Euclid. These are selected from the thirteen 
Books that constitute the Elements. A Roman numeral is used to denote 
the Book in which a proposition can be found. For example, "VI.8" denotes 
the eighth proposition in Book VI of Euclid's Elements. 

All the Construction Problems from Book I 

Euclid 1.1. Construct an equilateral triangle having a given segment as 
one side. 

Euclid 1.2. Construct a segment congruent to a given segment and with 
a given point as one endpoint. 

Euclid 1.3. Given JIB and CD, construct point E on JIB such that 
AE~CD. 

Euclid 1.9. Construct the angle bisector of a given angle. 

Euclid 1.10. Construct the midpoint of a given segment. 

Euclid 1.11. Given AB, construct the perpendicular to AB at A. 

Euclid 1.12. Given point C off JIB, construct the perpendicular to JIB 
that passes through C. 

Euclid 1.22. Construct a triangle having sides respectively congruent to 
three given segments whose lengths are such that the sum of the 
lengths of any two is greater than the length of the third. 

Euclid 1.23. Given AB and LCDE, construct a point F such that 
LFAB~LCDE. 

Euclid 1.31. Through a given point, construct the parallel to a given line. 

Euclid 1.42. Construct a parallelogram having an angle congruent to a 
given angle and having the area of a given triangle. 
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Euclid 1.44. Construct a parallelogram having a given segment as a side, 
having an angle congruent to a given angle, and having the area of a 
given triangle. 

Euclid 1.45. Construct a parallelogram having an angle congruent to a 
given angle and having the area of a given polygon. 

Euclid 1.46. Construct a square having a given segment as one side. 

Construction Problems Selected from Books II, III, and VI 

Euclid 11.11. Given AB, construct point X on AB such that 
(AB)(BX) = (AX)2. 

Euclid 11.14. Construct a square with an area equal to that of a given 
polygon. 

Euclid IIl.l. Given three noncollinear points, construct the center of the 
circle containing the three points. 

Euclid 111.17. Through a given point outside a given circle, construct a 
tangent to the circle. 

Euclid V1.12. Construct a fourth proportional to three given segments. 

Euclid V1.13. Construct a mean proportional to two given segments. 

All the Propositions of Book IV 

Euclid IV.l. In a given circle, inscribe a chord congruent to a given seg­
ment that is shorter than a diameter. 

Euclid IV.2. In a given circle, inscribe a triangle equiangular with a given 
triangle. 

Euclid IV.3. About a given circle, circumscribe a triangle equiangular 
with a given triangle. 

Euclid IV.4. In a given triangle, inscribe a circle. 

Euclid IV.5. About a given triangle, circumscribe a circle. 

Euclid IV.6. In a given circle, inscribe a square. 

Euclid IV.7. About a given circle, circumscribe a square. 

Euclid IV.B. In a given square, inscribe a circle. 

Euclid IV.9. About a given square, circumscribe a circle. 

Euclid IV.10. Construct an isosceles triangle having base angles that are 
double the third angle. 
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Euclid IV.I1. In a given circle, inscribe a regular pentagon. 

Euclid IV.12. About a given circle, circumscribe a regular pentagon. 

Euclid IV.13. In a given regular pentagon, inscribe a circle. 

Euclid IV.14. About a given regular pentagon, circumscribe a circle. 

Euclid IV.15. In a given circle, inscribe a regular hexagon. 

Euclid IV.16. In a given circle, inscribe a regular pentadecagon. 

\\That tools are available for these constructions? Although we will con­
sider other possibilities in later chapters, even the answer "the ruler and 
the compass" may need some explaining. A euclidean ruler is used only to 
draw the line through any two given points. A physical model of the eu­
clidean ruler has no marks on it and is sometimes called a straightedge. Of 
course, such a physical model is necessarily of finite length, unlike the ideal 
euclidean ruler. For us, the word ruler alone will always mean a euclidean 
ruler. Constructions using a marked ruler will be considered in Chapter 9. 
A dividers is the drafter's tool that accomplishes the construction for Eu­
clid 1.3; a dividers is used to "carry distance." Constructions using a di­
viders will be investigated in Chapter 5. The modern compass, the compass 
we buy in the school supply department (and which is completely adequate 
for any of our needs here), serves as a dividers as well as for the purpose 
of drawing circles. \\Tith a modern compass, we can draw a circle having a 
given center and having radius the length of a given segment. The euclidean 
compass, on the other hand, can be used only to draw the circle that passes 
through a given point and that has a given point as its center. Note that a 
euclidean compass has the peculiarity of collapsing when lifted and cannot 
be used as a dividers. For two reasons, the word compass alone will always 
mean a modern compass for us. First, it is difficult to imagine a physical 
model of a euclidean compass. The second and more important reason is 
that Euclid's constructions for 1.1, 1.2, and 1.3 require only a ruler and a 
euclidean compass. Euclid shows in his first two propositions that the same 
circles can be constructed with a ruler and euclidean compass as can be 
constructed with a ruler and modern compass, although it may take more 
operations using the euclidean compass. The third proposition then shows 
that the euclidean compass also has the power to "carry distance." 

Euclid 1.2. Construct a segment congruent to a given segment and with 
a given point as one endpoint. 

Euclid 1.3. Given AS and CD, construct point E on AS such that AE ~ 
CD. 

With a ruler and modern compass, 1.3 has the obvious solution in the 
notation above of letting E be the intersection of AS and ACD . However, 



1. Euclidean Constructions 7 

the trick is to construct ACD using a ruler and a euclidean compass. This is 
what 1.2 is all about and a solution is not as obvious. So 1.2 is exactly what 
is required so that 1.3 follows from one more use of a euclidean compass. 
Once we have a ruler and euclidean compass solution for 1.2, we will be able 
to conclude that the ruler and euclidean compass together are equivalent 
to the ruler and modern compass. We now restate 1.2 to introduce some 
notation for the given points and then give Euclid's construction. 

Problem: Given point A and segment BG, construct AF 
such that AF ~ BG. 
Construction: Given three points A,B,G, let D be a point 
of intersection of circles AB and BA. Let E be the point of 
intersection of Bc and J513 such that B is between D and 
E. Let F be the point of intersection of DE and DA. Then 
AF~BG. 

Proof: Since DA + AF = DF = DE = DB + BE = 

DA + BG, then AF = BG .• 

This proof is a bare bones version. You may want to fill out the argument 
with more detail. Actually, the proofs of most of the constructions in this 
book will be left to the reader. Usually, once a construction is stated, a 
proof is not too difficult to find. The hard part is to find the construction 
in the first place, even though the problem may have several solutions. 
Euclid's construction for 1.2 is much clearer if you look at Figure 1.1. You 
may have noticed a nice convention that helps us follow the details of a 
construction, namely that new points are usually named in alphabetical 
order. With this convention in mind, you should be able to write down the 
construction theorem by looking at the construction drawing alone. 

You see the drawing and the statement of the problem in Figure 1.1. By 
now you are aware that the statement of a problem is not unique; you have 
seen 1.2 in three different forms. You should be wondering what the scheme 
below the statement of 1.2 in Figure 1.1 is all about. This is a shorthand 
notation for the construction stated in words above. The scheme 

I p, q I 

~ 
is short for "Let P and Q be points of intersection of figures p and q." Asso­
ciate each of the four sentences of the displayed section above that is labeled 
"Construction" with one of the four parts of the scheme in Figure 1.1; the 
last part of the scheme simply declares F to be what we were looking for. If 
there are any restrictions on the points, such as that B be between D and 
E, then these are written into the scheme as is also illustrated in Figure 1.1. 
For practice in understanding these schemes, Exercise 1.1 should be done 
now. 
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Euclid 1.2: Given three points A,B,C, construct point F such that 
AF=BC. 

C E 
D-B-E F 

FIGURE 1.1. 

Exercise 1.1. Draw sketches and write out in words the constructions for 
Euclid 1.9 and 1.10 given by the schemes below. 

Euclid 1.9. Construct the angle bisector of LABC. 

BA,'J'3C AB,DB BE 

D B,E 

Euclid 1.10. Construct M, the midpoint of AB. 

A B , BA AB, CD M 

C, D M 

For practice in making the schemes, Exercise 1.2 should be done at this 
time. 

Exercise 1.2. Give constructions in the form of a scheme for Euclid 1.11 
and 1.12. 

Euclid 1.11. Given AB, construct AD such that AD 1- AB. 
Euclid 1.12. Given point C off AB, construct CD such that CD 1- AB. 

Check your answers to Exercises 1.1 and 1.2 with those given in The 
Back of the Book. You are required to be able to read and understand 
these schemes. However, you are not required to use them for yourself, 
since you can always write out the constructions in sentences. Indeed, after 
the elementary constructions are assumed, it is certainly preferable to write 
"Let M be the midpoint of AB" than to write down the scheme for the 
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construction. The schemes are handy but they should be used with some 
discretion. 

The structure of this first chapter is rather informal. For each of Euclid's 
problems, you may want to write down the statement of the problem in 
detail, to state a formal construction, to give a proof of that construction 
theorem, and to execute a construction drawing. On the other hand, for 
most problems, you may be happy with only a sketch and/or an outline 
of a construction. In any case, the development in this chapter should be 
considered to be merely an outline. Only an indication of a construction 
will be given for some problems. The important thing is that you add as 
much to the outline as is required for an understanding of the euclidean 
constructions and as you enjoy doing. 

Euclid 1.23. Given AB and L.CDE, construct L.BAH congruent to L.CDE. 

DAB,DC D AB ,l5E AB,BFG L.BAH 

F G H 

Euclid I.23 poses the problem of "copying" a given angle, that is, to 
construct an angle congruent to the given angle. The scheme above gives a 
theorem that solves the problem as stated. Since we can also copy segments 
by I.3, then we can copy triangles. It follows that with a ruler and a compass 
we can construct a polygon congruent to any given polygon. 

Euclid 1.31. Given point P off AB, construct the line through P that is 
parallel to AB. 

Given P off AB, by the construction for I.23 we can construct L.APQ 
such that L.APQ and L.P AB are c~ruent alternate i.nterior angles for 
lines AB and PQ with transversal AP. This provides a construction for 
I.31 whose proof is immediate. However, this is only one construction for 
this very important problem. There are many more. We are not bound 
by the order of Euclid's propositions. You may use any theorem you can 
think of from plane geometry to develop a new construction for I.31 in the 
following exercise. Again, you are requested to do the exercise at this time. 
This warming-up exercise may prove to be time well spent, even if you do 
not produce many solutions to the problem. 

Exercise 1.3. Give as many constructions for Euclid I.31 as you can think 
of in two sessions of one hour each. 

In passing, we mention that the existence and uniqueness of the line in 
I.31 is often mistakenly called Euclid's parallel postulate. As an axiom, it 
should be called Playfair's Parallel Postulate, since John Playfair (1748-
1819) suggested using the proposition in place of that actually used by 
Euclid. For the record, we state Euclid's Parallel Post'ulaie: If points A 
and D are on the same side of Be and mL.ABC + mL.BCD < 180, then 
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Eft and cD intersect. You can see why this more complicated proposition 
is usually replaced by some equivalent axiom. 

Given L.ABC, if D is the point of intersection of the line through A 
that is parallel to Be and the line through C that is parallel to AB, then 
DABCD is a parallelogram. So parallelograms with a given angle are easily 
constructed with two applications of a construction for 1.31. Euclid 1.42 
requires that the constructed parallelogram also have a prescribed area, 
and 1.44 then imposes the additional requirement that the parallelogram 
have a given side. Sometimes a sketch is the best way to convey the principal 
idea of a construction. This is the case with Euclid 1.42 and Figure 1.2a, 
where BG = GC and AlJ II Be. 
Euclid 1.42. Given !::o.ABC and L.DEF, construct parallelogram DGH I J 
such that L.JGH ~ L.DEF and GHIJ = ABC. 

Euclid 1.44. Given AB, !::o.PQR, and L.STU, construct parallelogram 
DABHI such that L.ABH ~ L.STU and ABHI = PQR. 

Construction for 1.44. Given AB, !::o.PQR, and L.STU, let DBCDE be 
a parallelogram such that A-B-C, L.CBE ~ L.STU, and BCDE = PQR. 
Let F be such that DABEF is a parallelogram. Let FE intersect J5C at 
G. Let H be such that DBCGH is a parallelogram. Let I be such that 
DABHI is a parallelogram. Then DABHI is a parallelogram such that 
L.ABH ~ L.STU and AHIB = PQR. 

Proof. Parallelogram DBC DE is constructed by 1.42 and the remaining 
parallelograms are constructed by 1.31. See Figure 1.2b. We have L.ABH ~ 
L.CBE ~ L.STU. Also, since FG is a diagonal of parallelogram DFDGI, 
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we have ABHI = FIG-FAB-BHG = FDG-FEB-BCG = BCDE = 

PQR .• 

The use of previously proved propositions to prove a new proposition 
characterizes mathematics. Almost every mathematical proof relies on pre­
viously proved propositions, which are not reproved when they are needed 
in a new argument. The proof above refers to previous constructions with­
out repeating them. Only in the case of a drawing are we required to go 
back and retrace old steps. The construction and its proof may have sug­
gested to you a problem that we will mention here and solve in the next 
chapter, where we are necessarily more formal. The problem is that of dis­
tinguishing from all the points in the plane those points that we know we 
can construct with a ruler and a compass. It is implicit in the statement of 
our constructions that all the points mentioned can be constructed. 

Euclid 1.45. Construct a parallelogram having a given side, a given angle, 
and an area equal to that of a given polygon. 

The idea for 1.45 is to triangulate the given polygon into n triangles 
and then construct parallelogram DABZY by n repeated applications of 
1.44, as suggested by Figure 1.2c. This should be sufficient consideration 
for 1.45. In the best tradition of mathematical economy, this construction 
and its proof depend on previously proved constructions. Nothing that is 
essentially new has to be introduced. On the other hand, if we actually have 
to carry out a construction for 1.45, then some short cuts would be very 
welcome. A different approach to 1.45 replaces the repeated application of 
1.44 by the repeated application of a simpler construction. The idea is to 
repeat producing a polygon having the same area as the given polygon but, 
until a triangle is obtained, with one less side than the previous polygon. To 
indicate the technique, consider the given DABCZ in Figure 1.2d. Point 
P is constructed as the intersection of AZ and the line through B that is 
parallel to AG. Then f':,APC and f':,ABC have a common base AC and 
the altitudes to this base are congruent. So APC = ABC, which implies 
ZPC = ABCZ, as desired. Once a triangle is obtained, then 1.45 reduces 
to one application of 1.44. 

Euclid 1.46 is the last construction problem in Book I. The first Book 
then ends with the Pythagorean Theorem (1.47) and its converse (1.48). 
Doing 1.46 economically is left for Exercise 1.1l. 

Euclid 1.46. Given AB, construct square DABCD. 

It is generally supposed that deductive mathematics began with Thales 
of Miletus about 600 Be, which is three hundred years before Euclid. The 
details of which propositions the first true mathematician proved first and 
with what arguments are lost to history. Nevertheless, we will refer to a 
most likely candidate for the title of "the world's oldest theorem" as the 
Theorem of Thales: An angle inscribed in a semicircle is a right angle. We 
shall use the Theorem of Thales often. 
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Since we are not studying an axiomatic development of geometry, we 
are not bound by Euclid's order of the propositions. We will consider 11.11 
after II.14 because II.14 is the goal of the sequence we have been looking 
at. Euclid II.14 completes the logical sequence of propositions 1.23, 1.42, 
1.44, 1.45, and 1.46. 

Euclid 11.14. Construct a square with an area equal to that of a given 
polygon. 

Euclid's construction for II.14 begins with the construction by 1.45 of 
a rectangle DABC D having area equal to the area of the given polygon. 
See Figure 1.3. Let E be the point such that B-A-E and AE = AD. Let 
the perpendicular to AB at A intersect the circle with diameter BE at X. 
Since LBXE is right by the Theorem of Thales, then LABX ~ LAXE. 
It follows that l:,AXE ~ l:,ABX and, hence, that AX/AE = AB/AX. So 
(AX)2 = (AB)(AE) = (AB)(BC). Thus, a square constructed by 1.46 on 
side AX has area ABCD, as desired. 

Specific problems may have special solutions. After just considering II.14, 
which depends on the complicated 1.45, you might be tempted to give the 
"wrong" solution to the following problem: Square two given squares. To 
"square a polygon" requires the construction of a square having the area 
of the given polygon. Euclid II.14 completed a sequence of propositions 
showing how to square any given polygon with ruler and compass. The 
concept is easily generalized to squaring any given region or regions. To 
square two given squares, you are required to construct one square having 
the area equal to that of the sum of the areas of the two given squares. 
For this particular problem, you should be able to give a special solution 
that is far better than one suggested by 1.45 and 11.14. In the next chapter, 
we will discuss the fact that there is no ruler and compass solution to the 
problem of squaring a circle. 

We now return to II.ll, the seemingly peculiar problem of "cutting AB 
in extreme and mean ratio." This means we are to find the point X on AB 
such that AB/AX = AX/BX. Then (AB)(BX) = AX2. (There should be 
no confusion when for points P and Q we write PQ2 in place of the more 
formal (PQ)2, particularly since "Q2" does not make any sense.) Although 
we have no motivation for the problem at this time, we shall soon find out 
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that solving this problem is just what is needed in order to construct a 
regular pentagon. 

Euclid 11.11. Given AB, construct point X on AB such that (AB)(BX) = 
AX2. 

Construction for 11.11. Given AB, let C and D be such that DABCD 
is a square. Let E be the midpoint of AD. Let EB intersect EA at F. Let 
AF intersect JIB at X. Then X is on JIB and (AB)(BX) = AX2. 

Proof. Points C and D are constructed by 1.46. See Figure 1.4. Point E is 
constructed by 1.10. Points F and X are constructed as the intersection of 
constructible circles and constructible lines. Since AX +AE = EF = EB < 
AB + AE, then AX < AB and so X is on AB. Since AB2 + AE2 = BE2, 
then AB2 = BE2 - AE2 = EF2 - AE2. So 

(AB)(BX + AX) = AB2 = EF2 - AE2 
= (EF + AE)(EF - AE) = (F D)(AF) 
= (AX + AB)(AX). 

Then, multiplying out the right-hand side and the left-hand side of the 
string of equalities, we have (AB)(BX)+(AB)(AX) = (AX)2+(AB)(AX). 
Hence, (AB)(BX) = AX2 .• 

Now that we have cut AB in extreme and mean ratio, let's see what 
arithmetic value these ratios AB/AX and AX/BX have. Let AB = a and 
AX = x. Then we have a(a - x) = x2 or, after we rearrange and divide 
both sides by a2 , the quadratic equation (x/a)2 + (x/a) - 1 = O. Solving 
the quadratic equation by using the quadratic formula, we have 

x 

a 
-1+V5 

2 
and 

a 

x 
+1+V5 

2 

In Figure 1.4, we have AF/AD = AX/AB = x/a = (-1 + V5)/2, which 
will be useful later. Perhaps you recognize the ratio a/x as the golden sec­
tion, which is related to the Fibonacci sequence. That a segment of length 
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the golden section or its reciprocal can be constructed also follows from 
the segment arithmetic that we interpose here in the form of Figure 1.5. 
Specifically, given a unit segment and segments of lengths a and b, we can 
construct segments of length a + b, a - b when a > b, ab, alb, v' a2 + b2 , 

and va. Note that the square root construction is contained in Figure 1.3 
with AB = a and AE = 1 

Euclid 111.17. Construct a tangent to a given circle through a given point 
outside the circle. 

Construction for 111.17. Suppose O-A-P. Let the perpendicular to OP 
at A intersect 0 p at B. Let 0 B intersect 0 A at Q. Then PQ is tangent 
to OA at Q. 

Although the construction above is from the Elements, it has a modern 
flavor. That PQ is a tangent to OA at Q follows because PQ is the image of 
constructed tangent JrB to 0 A at A under the reflection in the angle bisec­
tor of LAOB. However, Euclid's construction for a tangent may not be the 
one you are most familiar with. A different, better known construction uses 
Euclid III.31, which is the Theorem of Thales. See Figure 1.6 for a sketch 
of the two constructions. The details of the proofs are your responsibility. 

Euclid III.36 and III.37 are theorems that you may have forgotten. They 
are stated below; they are not constructions. Euclid III.37, which we will 
need when we get to IV.lO, is both a converse and a consequence of III.36. 
In proving III.36, use two facts: (1) the measure of the angle between a 
chord of a circle and the tangent at one end of the chord is half that of the 
intercepted arc; and (2) the measure of an angle inscribed in a circle is half 
that of its intercepted arc. SO 6PQR rv 6PSQ in the following statement 
of III.36. The remaining part of the proofs are left for you. 

Euclid 111.36. If Q,R,S are points on a circle with tangent PQ and if 
secant RS passes through P, then (P R) (P S) = PQ2. 
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Euclid 111.37. If Q,R,S are points on a circle, point P is outside the circle, 
secant IrS passes through P, and (PR)(PS) = PQ2, then PQ is a tangent 
to the circle. 

We turn to the constructions from Book IV of the Elements after men­
tioning only the following two easy constructions from later Books. Fig­
ure 1.7a illustrates V1.12. Here, we have plq = rlx and so x = rqlp. 
Hence, by taking p or q to be 1, we see that VI.12 essentially gives us the 
product of given lengths rand q as well as the quotient of given lengths 
rand p. Figure 1.7b illustrates V1.13, which echoes II. 14. Here, we have 
pix = x I q and so x = ,;pq. Hence, we see that VI.13 gives us ,;pq, the 
geometric mean of given lengths p and q. 

Euclid V1.12. Construct a fourth proportional to three given segments. 
(Given segments of lengths p,q,r, then construct a segment of length x such 
that plq = rlx.) 

Euclid V1.13. Construct a mean proportional to two given segments. 
(Given segments of lengths p and q, then construct a segment of length 
x such that pix = xlq·) 

We are going to jump over the first nine constructions from Book IV. 
Read the statement below of IV.10 and try to think why you might want 
to solve this problem. 

Euclid IV.IO. Construct an isosceles triangle having base angles that are 
double the third angle. 

x 

(bleb 
FIGURE 1.7. 
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Construction for IV.IO. Given AB, let the perpendicular to AB at A 
intersect AB at G. Let D be the midpoint of AG. Let DB intersect VA 
at E, and let AE intersect AB at F. Let BAF intersect AB at G. Then 
mL.BAG = 36, and mL.ABG = mL.AGB = 2mL.BAG = 72. 

Proof. By Euclid II.ll, point F is constructed on AB such that (AB)(BF) = 
AF2 = BG2 . See Figure 1.8. Point G is constructed such that BG = 
AF. Since BG2 = (BF)(BA), then Be is tangent to the circumcircle 
of 6AFG. (Here is where we use III.37, which is given above.) Hence, 
L.BAG ~ L.FGB. Then, by the Exterior Angle Theorem applied to 6GAF, 
we have mL.BFG = mL.BAG + mL.FGA. So L.BFG ~ L.BGA. Since 
6ABG is isosceles, then L.FBG ~ L.BGA. Hence, 6GBF is isosceles and 
GF = BG = AF. So, L.FGA ~ L.FAG. Then mL.BGA = 2mL.BAG. 
Therefore, mL.BAG = 36, as desired. _ 

We now know how to construct a regular decagon, since we can construct 
an angle of 36°. In Figure 1.8, we can march along the circumference of AB 
marking off vertices of distance BG each from another. Taking alternate 
vertices of the regular decagon, we have the vertices of a regular pentagon. 
This would be a great construction for a regular pentagon if there were 
not an even better one that we have already done without realizing it. 
We will show that BE in Figure 1.8 is congruent to a side of a regular 
pentagon inscribed in AB. Because BG = AF = AE, we already know AE 
is congruent to a side of a regular decagon inscribed in AB . 

Definition. Let Sn denote the length of a side of a regular n-gon inscribed 
in a circle having unit radius. 

Consider a regular n-gon inscribed in a circle with radius 1. With the 
perpendicular drawn from the center to one side, it follows from elementary 
trigonometry that sin(360/2n)0 = (sn/2)/1. Hence, Sn = 2sin(180/n)0. We 
have already determined that SlO = AE / AB = (-1 + V5) /2 in Figure 1.8. 
Since 810 = 2sin18° = 2 cos 72°, then cos 72° = 810/2 = (-1 + V5)/4. By 
the half-angle formula sin(x/2) = )(1 - cosx)/2 from trigonometry, we 
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have sin 36° = J(1- cos 72°)j2. Therefore, 

We put this together with some results that are easier to get: 

Theorem. In general, 8 n = 2 sin(180jn)0. In particular, 

- J5 -V5 
85 - 2' 86 = 1, 810 = 

-1+V5 
2 

You may be less than excited about finding 85. However, the remarkable 
thing about our calculation of 85 is that it is now just a trivial calculation 
in arithmetic to prove the following theorem of Euclid. 

Euclid XIII.I0. 

In Figure 1.8, we have 86 = ABjAB, 810 = AEjAB, and lc.ABE is a 
right triangle. Hence, from XIII.10 and the Pythagorean Theorem, we see 
that 85 = BEjAB in the figure. The points F and G are used for the proof 
of the construction for IV.lO but are not needed for the construction of 
BE. Therefore, as a consequence of XIII. 10, we have the promised shorter 
construction that leads to a regular pentagon. This is stated below. See 
Figure 1.9, where we have BEjAB = 85 and AEjAB = 310' That is, BE 
is congruent to a side of a regular pentagon inscribed in A B, and AE is 
congruent to a side of a regular decagon inscribed in A B . 

Construction for a regular pentagon and a regular decagon (Eu­
clid). Let the perpendicular to AB at A intersect AB at C. Let D be the 
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midpoint of AG. Let DB intersect VA at E. Then BE is congruent to a 
side of a regular pentagon inscribed in A B , and AE is congruent to a side 
of a regular decagon inscribed in AB . 

A pentadecagon is a 15-gon. We offer the following construction for a 
regular triangle (an equilateral triangle) inscribed in a given circle 0 p. 

Check it out. 

Op,Po 

A,B B,G 

Since we can construct an equilateral triangle and a regular pentagon with 
ruler and compass, it follows that we can construct angles of 60° and 
36°. The existence of a ruler and compass construction for a regular pen­
tadecagon now follows from a simple theorem of arithmetic: 360/15 = 24 = 
60 - 36. 

Euclid IV.16. In a given circle, inscribe a regular pentadecagon. 

If a regular n-gon can be constructed with a ruler and a compass, then a 
regular 2n-gon can be constructed with a ruler and a compass. We can now 
construct all the regular polygons that the ancient Greeks could construct 
with a ruler and a compass: 

The regular n-gons constructible with a ruler and a compass in 
antiquity. Values for n: 

3,6,12,24,48,96, ... , 
4,8, 16,32,64, 128, ... , 
5,10,20,40,80,160, ... , 
15,30,60,120,240,480, .... 

This is where things stood until March 29, 1796, when at age eighteen 
Carl Friedrich Gauss (1777-1855) created a ruler and compass construction 
for a regular 17-gon. Gauss's birthday was April 30 and so he was nineteen 
when he announced the result on the first day of June. This construction 
of the regular heptadecagon by the greatest mathematician since Newton 
(1642-1727) was published in 1801. Which regular n-gons are constructible 
with a ruler and a compass will be explained in the next chapter. 

Herbert W. Richmond of King's College, Cambridge, gave an efficient 
ruler and compass construction for a regular heptadecagon in 1893 and 
again with more detail in 1909. We give, without proof, Richmond's con­
struction for a regular 17-gon that is inscribed in a circle and has vertices 
V, VI, V2, \13, ... , V16. It is sufficient to find adjacent vertices V3 and V4 in 
order to determine a side of the inscribed heptadecagon. See Figure 1.10. 

Construction for a regular heptadecagon (H. W. Richmond). Let 
Ov be a unit circle with diameter V A. Let LBOV be right with BO = 
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OV/4. Let C be on OV with mLOBC = (mLOBV)/4. Let D be on OA 
with mLCBD = 45. Let the circle with diameter DV intersect C5J3 at E. 
Let CE intersect CV at F3 and intersect VA at F5 . Let the perpendiculars 
to VA at F3 and F5 intersect a semicircle on V A at V3 and V5. Let 114 be 
the intersection of Ov and the perpendicular bisector of the segment with 
endpoints V3 and V5 . Then V3 V4 :=; 817. 

You should do both of the following exercises now. If you can resist, do 
not read Exercise 1.5 until you have completed Exercise 1.4. 

Exercise 1.4. Read over Richmond's construction for a regular heptadec­
agon until you feel familiar with it. With ruler, compass, and watch at 
hand, give yourself a large circle that takes up one full page. Note the time. 
Carry out the Richmond construction with the ruler and compass to the 
point of determining the seventeen vertices. Note the time when you are 
finished and calculate the time it took you to execute the construction. Do 
the construction only once, even if it "doesn't work." 

Exercise 1.5. With ruler, compass, and watch at hand, give yourself a 
large circle that takes up one full page. Note the time. By trial and er­
ror, determine to a reasonable degree of accuracy the vertices of a regular 
heptadecagon inscribed in your circle. Note the time it takes to get your 
seventeen points. If you have not already done so, do Exercise 1.4; compare 
your two times and your two figures. What conclusions can you draw from 
these two exercises? 
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The rule of the game of geometric constructions that limits the tools to 
the ruler and the compass is called the "Platonic restriction" and predates 
Euclid. Although we cannot be sure what prompted Plato, this limitation 
does provide an elegant game. The ruler and compass constructions are 
constructions by means of the most basic geometric elements-the lines 
and the circles. However, the ruler and compass are not the only possible 
construction tools. We shall look at several possibilities in this book. 

The one nonplatonic tool that we consider now is the tomahawk. The 
inventor of this charming construction tool is unknown. Descriptions ap­
peared thirty years before the publication of the extensive study by Pierre­
Joseph Glotin, a retired French naval officer and member of the Legion 
d'Honneuer from Bordeaux. Glotin's 1863 paper begins: A very ingenious 
pratical solution to the problem of trisecting angles employs the use of 
the well-known instrument named trisector. Glotin's ("depuis longtemps 
connu") trisector, which could not have been too well known, was reported 
in detail to the larger mathematical community in 1877 by Henri Brocard. 
Pierre Glotin's trisector is our tomahawk. 

The essential skeleton of the tomahawk (or shoemaker's knife) is shown 
in Figure l.Ila, where AB = BC = CD, the semicircle has diameter BD, 
and BE 1. BA. A decorative, fleshed-out version is shown in Figure l.Ilb, 
where the use of the tomahawk is also illustrated. The tomahawk's special 
function is to trisect angles. The tomahawk is inserted in a given angle 
LUVW so that V lies on BE, point A lies on one side of the angle, and 
the semicircle is tangent to the other side of the angle. Now, you are to 
convince yourself that VB and va do trisect the given angle. 

Attaching to a tomahawk the proper rigid T, hinged at the point of 
the tomahawk, as indicated in Figure l.l1c, we produce an angle quin­
quesector that is actually a quinsector. (To quinque sect a given angle is to 
construct an angle having measure one-fifth the measure of the given angle; 
to quinsect a given angle is to divide the angle into five congruent parts. 
"Quinquesector" seems to have a more interesting ring to it than "quin­
sector" and the frequently used word "quintisector.") Attaching more T's, 
we would produce a construction tool that divides an angle into any odd 
number of congruent parts, as Glotin pointed out in 1863. An alternative 
method for doing this is to use several congruent tomahawks at once. For 
example, by attaching two congruent tomahawks together (such that at its 
point A one pivots about the point C of the other) as in Figure l.lld, we 
can achieve the quinsection of a given angle. 

Until recently, all geometers would know many of Euclid's propositions 
by number. Although this is no longer the case, we shall assume hereafter 
that the statement of each of Euclid I.2, Euclid I.3, and Euclid I.31 is known 
by number and we shall refer to them in this way. Euclid I.2 is important to 
us because the problem requires showing a modern compass and a euclidean 
compass are equivalent. Note that we have shown above only that they are 
equivalent in the presence of a ruler. We will want to find out whether the 
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ruler is necessary for this equivalence. As previously mentioned, Euclid 1.3 
describes what a dividers does. Later, we shall investigate what we can 
do with a ruler and a dividers, without a compass. Finally, Euclid 1.31 
is intrinsically important simply because of the importance of parallels in 
euclidean geometry. This proposition will turn up repeatedly and we shall 
want to refer to some of the particular solutions to this problem. The 
following catalog of constructions is by no means exhaustive. SAS, SSS, 
and SAA denote the familiar congruence theorems for triangles. You will 
be able to deduce what we are calling the Side-splitting Theorem from the 
fourth construction. We are constructing the line through P that is parallel 
to AB, where P is off AB. 
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(1) Using alternate interior angles (Euclid): 

Ap,AB 

D 
DC intersects lIP 

C 

(2) Using corresponding angles: 

E 
DE doesn't intersect lIP 

A, e D 

E 

A 0'--1---0 

(3) Using corresponding angles and SSS: 

P ~--t+t---'O 
D 

ED doesn't intersect lIP A 0----1-++---'0 B 

A,e 

( 4) Using the Side-splitting Theorem: 

Ap,lIP Ec,BC PJj 

P, e C, D 

p~ 
A B 

C 

(5) Using a rhombus: 

Ap,AB CA,PA PJj 

e A,D 



1. Euclidean Constructions 23 

(6) ~ to ~, using angle bisectors of a linear pair of angles are ~; take 
PA;::: PB (so that C -=I- A below): 

PA,AB PA,M Cp,Dp FE ~~ E 

A, C A, D P, E 
A 

(7) ~ to ~, using Theorem of Thales; take P A ;::: P B: 

De,Ae 

P, C A, D C, E 

(8) Using ~ to ~ again; take ~ bisector of AB off P: 

o C 

B 

C,D P, E o 
o 

(9) Equidistant curve; take PA;::: PB: 

Ap,Dep PE 

C, D E 
P E doesn't intersect AB 

o c 
A 
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(10) Short but requires having ..1 bisector of AB off P: 

A~B C 
PC doesn't intersect AB 

(11) Quick and dirty: 

C 
AC intersects BP 

FIGURE 1.12. 

One of the amazing successes of secondary education is the respect that 
is learned for mathematics. It is not unusual for a student who has done 
Exercises 1.4 and 1.5 to compare a pathetic curve that doesn't even form 
a polygon but was drawn with a ruler and compass to an apparently per­
fect regular 17-gon that was drawn by trial and error and then to conclude 
that the ruler and compass construction is "the better 17-gon because it 
is---or could be-more accurate," in spite of the presence of the obvious 
contradictory evidence. On the other hand, this faith does have its founda­
tion. The pathetic curve does represent an interesting theorem, while the 
handsome polygon is just that, a drawing and nothing more. If we want a 
drawing of a regular 17-gon, we do not go to Richmond's construction for 
directions. Exaggeration often helps to see things more clearly. Would we 
seriously consider following the very lengthy directions, which do exist(!), 
for a ruler and compass construction of a regular 257-gon? We know be­
forehand that our result would most likely be way off. Our experience has 
taught us that the accuracy of even a very simple construction drawing is 
a function of how recently we sharpened our pencil. The point of all this is 
that we are interested in the mathematical theory suggested by the tools. 
If not, then we should do something else instead of studying geometric 
constructions. Geometric constructions is an interesting mental game. Our 
imperfect construction drawings can only suggest our perfect construction 
theorems. 

Exercises 

1.1. Draw sketches and write out in words the constructions for Euclid 1.9 
and 1.10 given by the schemes below.<) 
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Euclid 1.9: Construct the angle bisector of LABC. 

D B, E 

Euclid I.10: Construct M, the midpoint of AB. 

AB,CD M 

C,D M 

1.2. Give constructions in the form of a scheme for Euclid I.11 and 1.12.0 
Euclid I.11: Given AB, construct AD such that AD 1. AB. 
Euclid I.12: Given point C off AB, construct CD such that CD .1. AB. 

1.3. Give as many constructions for Euclid 1.31 as you can think of in two 
sessions of one hour each. 

1.4. Read over Richmond's construction for a regular heptadecagon until 
you feel familiar with it. With ruler, compass, and watch at hand, give 
yourself a large circle that takes up one full page. Note the time. Carry 
out the Richmond construction with the ruler and compass to the point 
of determining the seventeen vertices. Note the time when you are finished 
and calculate the time it took you to execute the construction. Do the 
construction only once, even if it "doesn't work." 

1.5. With ruler, compass, and watch at hand, give yourself a large circle 
that takes up one full page. Note the time. By trial and error, determine to 
a reasonable degree of accuracy the vertices of a regular heptadecagon in­
scribed in your circle. Note the time it takes to get your seventeen points. If 
you have not already done so, do Exercise 104; compare your two times and 
your two figures. What conclusions can you draw from these two exercises? 

1.6. Give sketches for Euclid IV.2 and IV.3.0 

1.7. Give constructions and sketches for Euclid IVA and IV.5.0 

1.8. Give constructions and construction drawings for Euclid IV.6 and 
IV.15. 

1.9. In a page size circle, construct an inscribed regular pentagon and an 
inscribed regular pentadecagon. 

1.10. Given AB, construct E and F such that DABEF is a square.O 

1.11. Square the pentagon in Figure 1.13. That is, you are to draw a larger 
pentagon that is similar to the pentagon shown and then construct a square 
having the same area as your pentagon. 0 
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FIGURE 1.13. 

1.12. Make a tomahawk. Trisect an angle with your tomahawk and prove 
that the construction is correct. (As you cannot draw circles having very 
small radii with a real compass, so a real tomahawk also has physical lim­
itations. ) 

1.13. What is the area of a square inscribed in a unit circle? What is the 
area of a regular dodecagon inscribed in a unit circle? What is the area of 
a regular n-gon inscribed in a unit circle?<> 

1.14. Verify Hippocrates's squaring of a lune by showing that the square 
with diameter AC in Figure 1.14 has the same area as the lune bounded 
by the arcs of MA and C A that are shown in the figure. 

B 

c 

FIGURE 1.14. 

1.15. Explain the use in Figure 1.15 of a carpenter's square to determine 
the length BP of a side of an inscribed regular pentagon in the given 
circle. <> 

1.16. Verify the following geometric solution of the quadratic equation 
x 2 - gx + h = 0 with h "f. 1 if 9 = O. The real roots are given by the 
intersection of the X -axis and the circle with diameter having endpoints 
(0,1) and (g, h).<> 
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A 

FIGURE 1.15. 

1.17. Leonardo da Vinci was fascinated by squaring curved regions. Square 
a pair of Leonardo's claws, shown in Figure 1.16, where a 900 arc of a circle 
is folded over and a smaller circle is symmetrically inscribed.O 

FIGURE 1.16. 

1.18. Verify the first step in Archimedes' squaring of a parabola, as indi­
cated in Figure 1.17, where AS and BS are tangents to the parabola with 
equation x 2 = kyat points A and B on the parabola. The claim is that the 
area of the parabolic section cut by AB is two-thirds of the area of 6.ABS. 
Start by using calculus to show that S = ((a + b)/2, ab/k) if A = (a, a2 /k) 
and B = (b, b2 /k). 

1.19. Outline the steps you would perform to square two given regular 
hexagons. 0 

1.20. Construct a square each of whose extended sides passes through one 
of four given points.O 

1.21. The Problem of Apollonius (A Term Project): Construct the circles 
that are tangent to three given circles.O 
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B 

FIGURE 1.17. 

16 cos(360/17)O = -1 + m + J 34 - 2m 

+ 2Vr17-+-3-m-}-7 ---V--;::::3=4 =-=2m=1=7---2-V--;::::3=4 +==2m=1=7 



2 
The Ruler and Compass 

The methods of coordinate geometry al­
low us to translate any geometric state­
ment into the language of algebra, and 
though this language is less elegant, it 
has a larger vocabulary. 

HILDA HUDSON 

Through his oracle at Delos, Apollo informed the Delians that if they 
wanted to be rid of the plague they must construct a new cubical altar 
that exactly doubled the volume of the existing one. The Delian Problem 
then was to construct a cube having a side {12 times as long as a side of 
the original cube. This problem also has the somewhat misleading name 
The Duplication of the Cube. According to another legend, Eratosthenes 
reported that the problem was sent to the geometers at Plato's Academy in 
Athens. Plato is reported to have said that the god had assigned the task to 
shame the Greeks for their neglect of mathematics and their contempt for 
geometry. It was not that the Greeks could not construct segments of the 
required length by various methods but that they could not do so using only 
the ruler and compass. That was their task. There is little doubt that the 
Greeks soon suspected the problem had no solution. However, they lacked 
the algebra to prove this fact. Our task is to prove the ancient Greeks 
necessarily failed because they were asking for the impossible. To do this, 
we must formulate our problems in the language of algebra. 

If we want to know what we can construct with the ruler and compass, 
we have to make precise what we mean by "construct." We must express 

G. E. Martin, Geometric Constructions
© Springer-Verlag New York, Inc. 1998
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in mathematical language just what it is we can do with our construction 
tools. With the ruler, we can draw a line provided we have two points of the 
line given. A ruler is sometimes called a straightedge in order to emphasize 
that a ruler can be used only to draw the line through two given points 
and cannot be used to measure length. This is a rule of the game. A ruler 
with marks on it is quite another game, and we shall consider that game 
later. With a euclidean compass, we can draw a circle provided we are 
given the center and a point on the circle. It is much easier to state the 
formal definitions in terms of a euclidean compass, rather than the modern 
compass that we use. From Euclid 1.2, we know that, in the presence of the 
ruler, this euclidean compass will be equivalent to the modern compass, 
allowing us to draw a circle if we are given the center and any segment 
having the length of a radius. We have an advantage unavailable to the 
Greeks, namely that of coordinate geometry. The setting for all of our 
investigations will be the familiar x-y-plane, which is usually called the 
cartesian plane after the great French mathematician and philosopher Rene 
Descartes (1596-1650), who developed the foundation of analytic geometry. 

We want to leave nothing to chance. Therefore, in order to keep track of 
what is going on, we do not allow ourselves to select an "arbitrary point" at 
any time; any point selected must have already been constructed. On the 
other hand, we must have two given points in order to use either the ruler 
or the euclidean compass in the first place. It follows that we must neces­
sarily have a starter set consisting of at least two points from which we can 
then construct new points with our tools. We want to give a description 
of all these additional points that we could theoretically construct. New 
points are obtained as the intersections of lines and circles that we can 
construct from the points we have at any given time. Such a point must be 
a point of: (i) the intersection of two constructed lines; (ii) the intersection 
of a constructed line and a constructed circle; or (iii) the intersection of 
two constructed circles. Read the following definition of a ruler and com­
pass constructible point carefully. Determine that the definition does model 
what it is that we can do with the ruler and euclidean compass to form new 
points from the starter set consisting of the two points (0,0) and (1,0). 

Definition 2.1. In the cartesian plane, a point is a ruler and compass 
point if the point is the last of a finite sequence P1 ,P2, ... ,Pn of points 
such that each point is in {(O,O), (1, On or is obtained in one of three 
ways: (i) as the intersection of two lines, each of which passes through two 
points that appear earlier in the sequence; (ii) as a point of intersection of 
a line through two points that appear earlier in the sequence and of a circle 
through an earlier point and having an earlier point as center; and (iii) as a 
point of intersection of two circles, each of which passes through an earlier 
point in the sequence and each of which has an earlier point as center. 
A ruler and compass line is a line that passes through two ruler and 
compass points. A ruler and compass circle is a circle through a ruler 
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and compass point with a ruler and compass point as center. A number x 
is a ruler and compass number if (x, 0) is a ruler and compass point. 

We point out a convention of which some beginning mathematics stu­
dents are unaware. Within a definition, the word "if" usually has the mean­
ing of "iff' that is, "if and only if." For example, in the last sentence of 
Definition 2.1 the statement "(x, 0) is a ruler and compass point if x is a 
ruler and compass number" is implicitly assumed, as well as the explicit 
statement "if (x, 0) is a ruler and compass point, then x is a ruler and com­
pass number." It must be strongly emphasized that this convention holds 
only within a definition, however. From a general statement such as "(x, 0) 
is a cartesian point if (x, 0) is a ruler and compass point," it would be unwise 
to assume that "(x,O) is a ruler and compass point if (:r, 0) is a cartesian 
point" is true. We also mention that caution is advised in interpreting "is" 
as "equals." We do not make this mistake in everyday language-we know 
"a cat is an animal" and "an animal is a cat" are different statements-and 
we should not make this mistake in our mathematics. 

The following six sequences are examples that satisfy the condition on 
P1 ,P2 ,P3 , ... ,Pn in the definition of a ruler and compass point above. (It 
is usually very difficult to check that a sequence of points does satisfy the 
condition. ) 

(1,0); 
(1,0), (0,0), (2,0); 
(0,0), (1,0), (-1,0), (0, V3); 
(0,0), (1,0), (2,0), (-2,0), (0, J5); 
(0,0), (1,0), (1/2, V3/2) , (1/2, -V3/2), (1/2,0); 
(0,0), (1,0), (2,0), (1/4, vT5/4) , (1/2,0). 

Further, we can concatenate two or more such sequences to form a new 
sequence that also satisfies the condition. For example, form a new sequence 
by tacking the last sequence listed above to the end of the fourth sequence, 
as follows: 

(0,0), (1,0), (2,0), (-2,0), (0, J5), (0,0), (1,0), (2,0), (1/4, v'i5/4) , (1/2,0). 

It does not matter that some points appear more than once in this con­
catenate sequence, which is easily seen to satisfy the required condition 
that each point is in {(O, 0), (1, On or is obtained in one of the three ways 
denoted as (i), (ii), and (iii) in Definition 2.l. 

Generally, a ruler and compass point, as defined above, would be called 
simply a constructible point. Since we are going to be constructing points by 
means of other construction tools later on, this would lead to confusion. It is 
true however that if nothing is said to indicate the contrary, "constructible" 
usually means by the classical tools of ruler and compass. We confess to 
using informal abbreviations such as "r-c-point" in pla,ce of the formal 
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"ruler and compass point" in conversation; you can decide whether or not 
you should allow yourself to write such things as, "That line is rc." 

We next check that the definition above does give the desired fundamen­
tal intersection properties of ruler and compass lines and ruler and compass 
circles. 

Theorem 2.2. The point of intersection of two ruler and compass lines is 
a ruler and compass point; a point of intersection of a ruler and compass 
line and a ruler and compass circle is a ruler and compass point; and a 
point of intersection of two ruler and compass circles is a ruler and compass 
point. 

Proof. To say that a finite sequence Ql,Q2,Q3, ... ,Qm of points satisfies 
the condition of Definition 2.1 means that for each of the Qi we have 
Qi = (0,0), Qi = (1,0), or Qi is obtained in one of the three ways denoted 
as (i), (ii), and (iii) in Definition 2.1. Suppose Z is a point of intersection of 
two ruler and compass lines, a point of intersection of a ruler and compass 
line and a ruler and compass circle, or a point of intersection of two ruler 
and compass circles. Now, (i) if point Z is a point of intersection of two 
ruler and compass lines, then there are ruler and com~s points P,Q,R,8 
such that Z is a point in the intersection of PQ and RB; (ii) if point Z is 
a point of intersection of a ruler and compass line and a ruler and compass 
circle, then there are ruler and compass points P,Q,R,8 such that Z is 
a point in the intersection of PQ and Rs; and (iii) if point Z is a point 
of intersection of two ruler and compass circles, then there are ruler and 
compass points P,Q,R,8 such that Z is a point in the intersection of PQ 
and Rs. Then, in any of these three cases, there is a sequence PI ,P2, . .. ,Pi a 
sequence Ql,Q2, ... ,Q; a sequence R 1 ,R2, ... ,R; and a sequence 8 1 ,82 , ... ,8 
such that each of the four sequences satisfies the condition of Definition 2.1. 
So the sequence 

must satisfy the condition. Hence, in any of the three cases, the sequence 

also satisfies the condition, and Z is therefore a ruler and compass point 
by Definition 2.1. • 

Next, we want to validate our use of the modern compass in place of the 
euclidean compass. 

Theorem 2.3. If A,B,C are three ruler and compass points, then ABC is 
a ruler and compass circle. 

Proof. Suppose A,B,C are three ruler and compass points. (See Figure 1.1; 
we follow Euclid's construction for 1.2.) Let D be a point of intersection 
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(O,-p) 

(O,q) 

(p,O) (q,O) (-p,O) 
--~~~~----~~--~~~---7 

(0,0) 

FIGURE 2.1. 

of the two ruler and compass circles AB and B A . Then D is a ruler and 
compass point by the preceding theorem. Let E be the point of intersection 
of Be and DB such that D-B-E. Then, since E is a point of intersection 
of the ruler and compass circle Be and the ruler and compass line J5B, we 
have E is a ruler and compass point. Let F be the intersection of DE and 
ITA. Since F is a point in the intersection of ruler and compass circle DE 
and ruler and compass line DA, then F is a ruler and compass point. Since 
Be = AF, then ABe = AF. Since AF is a ruler and compass circle, then 
ABe is a ruler and compass circle, as desired. _ 

After verifying the fundamental intersection properties of ruler and com­
pass lines and ruler and compass circles in Theorem 2.2, it is hoped that 
you thought the proof of Theorem 2.3 was obvious from what we did in 
Chapter 1. We just repeated Euclid's construction with some new termi­
nology. Indeed, that is the case, and we shall not continue to do this sort of 
thing. We will assume the basic constructions from the first chapter with­
out further mention. For example, from what we know from Chapter 1, the 
next paragraph should be a convincing argument for the next theorem. 

Of all the points (x, y) in the cartesian plane, we want to distinguish 
those that are the ruler and compass points. It will take some time to do 
this. We begin with the two points (0,0) and (1,0). So the X-axis is a ruler 
and compass line. Then (-1,0) must be a ruler and compass point, as this 
point is in the intersection of the X -axis and the circle through (1, 0) with 
center (0,0). It soon follows that (n, 0) is a ruler and compass point for 
any integer n. Since we can construct perpendiculars and parallels by the 
methods of Euclid I. 11, I.12, and I.31, then the following theorem is evident 
after considering Figure 2.1. 

Theorem 2.4. The coordinate axes are ruler and compass lines. All of 
(p,O), (-p,O), (O,p), and (0, -p) are ruler and compaS8 points if anyone 
is a ruler and compass point. Number x is a ruler and compass number 
iff -x is a ruler and compass number. The integers are ruler and compass 
numbers. Point (p, q) is a ruler and compass point iff both p and q are ruler 
and compass numbers. 
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(a) 

(b) 

(-a,O) 

(0,0) 

(a-b,O) 

V(0,1) 

Q(a/b,O) 

(O,-b) 

FIGURE 2.2. 

(a+b,O) 

P(ab,O) 

Just because the X-axis is a ruler and compass line, it does not follow 
that every point on the X-axis is a ruler and compass point. Likewise, not 
every point on a ruler and compass circle is a ruler and compass point. 

Recall that a rational number is a quotient min where m and n are inte­
gers with n #- O. A real number that is not a rational is called an irrational 
number. You may know a more general definition of the word "field" than 
that given below. However, such a generalization is not necessary for our 
purposes. 

Definition 2.5. A field F is a subset of the real numbers that contains 0 
and 1 and such that 

a+b, a-b, ab, alc 

are in F whenever a,b,c are in F but c #- o. Let IQl denote the field of 
rational numbers, and let IR denote the field of real numbers. Field F is 
euclidean if x in F and x > 0 implies yX is in F. 

Definition 2.5 assumes you know that the rationals form a field and that 
the reals form a field. The irrationals do not form a field. Some fields other 
than IQl and R will be of considerable importance to us. The first of these 
appears in the next theorem, which follows from Figure 2.2. That is, after 
considering Figure 2.2, you should be able to provide the argument that 
proves the statement of Theorem 2.6. Such a proof hinges on being able 
to copy segments (Euclid 1.3) and angles (Euclid 1.23) with the ruler and 
compass. 

Theorem 2.6. The ruler and compass numbers form a field. 

The numbers in IQl are ruler and compass numbers, but not every ruler 
and compass number is a rational. Not only can we perform the four arith-
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V(O,1) 

e(o,-c) 

FIGURE 2.3. 

(c,O) 

metic operations of addition, subtraction, multiplication, and division on 
ruler and compass numbers, but we can also extract square roots. Hence, by 
Definition 2.5, we have a theorem that follows from considering Figure 2.3. 

Theorem 2.7. The ruler and compass numbers form a euclidean field. 

To say that x is a square in field F means that x is in F and there is 
a number y in F such that y2 = x. In other words, number x in F is a 
square in F iff Vx is also in F. So, a field F is euclidean iff every positive 
number in F is a square in F. The field Q of rationals is not a euclidean 
field. For instance, 2 is certainly a positive rational but v~ is not a rational 
number. So 2 is a square in JR, but 2 is not a square in Q. The field JR of 
real numbers is a euclidean field, and very likely it is the only example of 
a euclidean field that you have seen before encountering the field of ruler 
and compass numbers. 

We come now to an algebraic construction that is most important for 
our study of geometric constructions. The idea is to enlarge a given field to 
form a new field so that the new field contains some specific new number in 
addition to all the numbers of the given field. This turns out to be easy in 
the special case where the square of the specific number to be added is in 
the given field. For example, v's is not a rational number but (v's)2 is in 
Q. We want to create the smallest field that contains yff> as well as all the 
rational numbers. With F = Q and d = 5 in the statement of the theorem 
below, the theorem says that the new field consists of all the numbers of 
the form p + qv's with both p and q in Q. It should be dear that the new 
field must contain these numbers at least; the theorem daims that the set 
of all these numbers does form a field. The theorem gives the general recipe 
for extending a given field by the square root of a positive number already 
in the field. 

Theorem 2.8. If F is a field and d is a positive number in F but Vd is 
not in F, then {p + qVd I p and q in F} is a field. 
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Because it is essential that the algebraic construction in this theorem be 
understood before going on, the proof of Theorem 2.8 is left as an exercise. 
To prove the theorem, it is necessary to show the sum, difference, product, 
and quotient of numbers Pl + ql ..Jd and P2 + q2..Jd have the form P3 + q3 ..Jd 
where the Pi and qi are in F. In addition to proving the theorem, which you 
should do before reading the next definition, you should think of several 
examples. Consider an example where F is itself the field of all numbers of 
the form p+q/5 with p and q rational. This field will be denoted as Q( /5). 
Now it is not easy to determine whether an element in F is a square in F or 
not. For example, (35 ~ 15/5) /2 is a square in F since it is [(5 ~ 3/5 )/2]2. 
However, 2 is not a square in F since it can be shown that there are no 
rationals a and b such that (a + b/5)2 = 2. With d = 2, the new field 
given by Theorem 2.8 is the set of all elements of the form P + q.../2 where 
each of p and q is of the form x + y/5 with x and y in Q. Hence, our new 
field has elements of the form (Pl + P2/5) + (ql + q2/5).../2 where the Pi 
and qi are rationals. If F = Q( /5), then this new field will be denoted as 
F(.../2) or Q( /5, .../2). You can see that things get very complicated very 
fast; imagine how complicated it is to take Q( /5,.../2) as our field F and 
play the game of Theorem 2.8 again. Fortunately, we deal with the theory 
and do not have to do much difficult computation in these complicated 
fields. The first sentence in the following definition formally introduces the 
notation F(..Jd) for the field in Theorem 2.8. 

Definition 2.9. If d is a positive number in field F but ..Jd is not in F, 
then F(..Jd) denotes the field {p + q..Jd I P and q in F}. We call F(..Jd) a 
quadmtic extension of F. If Fl = F( -!ih), F2 = Fl ( Y([;), ... , Fn = 
Fn-l(vcr;;), then we write Fn = F(-!ih,Y([;, ... ,vcr;;) and call each of 
F, Fl , F2, ... , Fn an itemted quadmtic extension of F. (The minor 
point that field F is defined to be an iterated quadratic extension of F 
but is not a quadratic extension of F is perhaps odd but turns out to be 
convenient.) Let IE denote the union of all iterated quadratic extensions of 
the field Q. 

Once you get the idea of a quadratic extension from Theorem 2.8, then 
the idea of an iterated quadratic extension is just a quadratic extension of 
a quadratic extension of a quadratic extension ... of a quadratic extension. 
We allow only a finite chain of extensions. So IE is the union of all iterated 
quadratic extensions of the rationals. The field JR has no quadratic exten­
sions, since every positive real is a square in JR. We are limiting ourselves 
to real numbers. A euclidean field has no quadratic extensions. 

Figure 2.4 shows a tower of fields over the rationals. Field FHl is a 
quadratic extension of field Fi. So Fi is contained in FH1 , and Fn is an 
iterated quadratic extension of the rationals. The union of the numbers in 
all such towers over the rationals is IE. Although we postpone answering 
the question of whether the numbers in IE form a field, it is important to 
have a feeling for what numbers are in IE. What do they look like? They are 
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FIGURE 2.4. 

the real numbers you can write down using only parentheses, the integers, 
the signs +, -, x, and ...;- for the four arithmetic operations, and the sign 
J for the operation of square root. An example is 

which you can punch into your calculator using no keys other than: 

()0123456789 + - x"';-J 

If all the numbers in some field F are ruler and compass numbers, then 
the numbers in a quadratic extension F( Jd) are also ruler and compass 
numbers. This follows from Theorem 2.7. Therefore, by repeated applica­
tion, if number x is in an iterated quadratic extension of the rationals, then 
x is a ruler and compass number. 

Theorem 2.10. If x is in lE, then x is a ruler and compass number. 

This last theorem should not be surprising, considering the form the 
numbers in lE have. What we wish to do is prove the converse. This will 
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take a bit of writing out and require four lemmas, but the ideas are not 
difficult. Think of starting with a set of points and then constructing new 
points with the ruler and compass. These new points are obtained as the 
intersection of lines and circles, and algebraically solving equations to find 
the coordinates of these points never requires anything more than the four 
arithmetic operations and taking square roots. So you would expect the 
coordinates of any point you can construct to be in an iterated quadratic 
extension of the rationals. Although you might consider this to be a con­
vincing argument that proves Theorem 2.15, which is the converse of The­
orem 2.10, the details are spelled out below. In any case, don't fail to see 
the principal argument by getting lost in the details. 

Lemma 2.11. If a line passes through two points each having coordinates 
in field F, then the line has an equation with coefficients in F. If both the 
center of a circle and a point on the circle have coordinates in field F, then 
the circle has an equation with coefficients in F. 

Proof. Since (Y2 - Yl)X - (X2 - xdY + (X2Yl - XIY2) = 0 is an equation 
for the line through the two points (Xl, Yl) and (X2' Y2), the first part of 
the lemma depends only on the definition of a field. 

Since equation X2 + y2 + (-2p)X + (-2q)Y + (s(2p - s) + t(2q - t)) = 0 
is equivalent to the equation (X - p)2 + (Y - q)2 = (s - p)2 + (t - q)2, which 
is an equation for the circle with center (p, q) that passes through (s, t), 
the second part of the lemma depends only on the definition of a field. _ 

Lemma 2.12. If each of two intersecting lines has an equation with coef­
ficients in field F, then the point of intersection has coordinates in F. 

Proof. With Xo = (blC2-b2cl)/(alb2-a2bd and Yo = (a2cl-alc2)/(alb2-
a2bl), then (xo, Yo) is the point of intersection of the line with equation 
alX + blY + CI = 0 and the line with equation a2X + b2Y + C2 = O. Note 
that a l b2 - a2bl "10, as otherwise the lines would be parallel. Again, the 
lemma depends only on the definition of a field. _ 

Lemma 2.13. If a line and a circle intersect and each has an equation 
with coefficients in field F, then the points of intersection have coordinates 
in F or else in a quadratic extension of F. 

Proof. The line with equation aX + bY + c = 0 and the circle with equation 
X 2 + y2 + f X + gY + h = 0 intersect at the points (xo, Yo) where 

d = (fb - ag)2 + 4c(af + gb - c) - 4h(a2 + b2 ), 

Xo = (abg - 2ac - b2 f ± bVd )/(2(a2 + b2 )), 

Yo = (abf - 2bc - a2g =t= aVd)/(2(a2 + b2)). 

We suppose a,b,c,j,g,h are in F. In order for the line and circle to in­
tersect, d must be nonnegative. If d happens to be a square in F, then the 
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coordinates of the points of intersection are in F. However, if d is not a 
square in F, then at least one of Xo or Yo is not in F since both a and b 
cannot be 0. In this case Xo and Yo are in F ( v'd ), a quadratic extension of 
F .• 

Lemma 2.14. If each of two intersecting circles has an equation with co­
efficients in field F, then the points of intersection have coordinates in F 
or in a quadratic extension of F. 

Proof. The system 

{
X2 + y2 + pX + qY + r = 0, 

X 2 + y2 + fX + gY + h = ° 
of equations is seen to be equivalent to the system 

{
(P - J)X + (q - g)Y + (r - h) = 0, 

X 2 + y2 + f X + 9 Y + h = ° 
of equations by subtracting or adding the two equations in one system to 
get the first equation in the other system. Therefore, this lemma follows 
from the preceding lemma .• 

We are now ready to state and prove the principal theorem. Following 
the proof, there is a lengthy example of the association of the points Pi 
with the fields Fi , as they appear in the proof. 

Theorem 2.15. The coordinates of a ruler and compass point are in an 
iterated quadratic extension of the field of rationals. 

Proof. Let P be a ruler and compass point. From the definition of a ruler 
and compass point, we see that P must be the last of a sequence P I ,P2 , 

... ,Pn of points, each of which is (0,0), (1,0), or is obtained in one of three 
ways: (i) as the intersection of two lines, each of which passes through two 
points that appear earlier in the sequence; (ii) as a point of intersection of 
a line through two points that appear earlier in the sequence and of a circle 
through an earlier point and having an earlier point as center; and (iii) as a 
point of intersection of two circles, each of which passes through an earlier 
point in the sequence and each of which has an earlier point as center. By 
the sequence of four lemmas, we can associate PI with the rationals and 
observe that each point Pi for i > 1 can be associated with a field Fi such 
that the coordinates of Pi are in Fi and such that Fi is either equal to Fi - I 

or else is a quadratic extension of Fi - I . Hence, Fn is an iterated quadratic 
extension of the rationals, and the coordinates of P lie in Fn .• 

An example of the association of points and fields likE' that in the proof 
above has been promised. For this example, we construct the vertices of 
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P6(-1,O) 

FIGURE 2.5a. 

a pentagon inscribed in the unit circle. Figure 2.5a shows the vertices as 
Ps, PlO, Pll, P12 , and P13 . Then, only as a further algebraic illustration, 
P14 is thrown in for good luck. Starting with Pl and P2 , we leave it to 
you to check that each point Pi is in fact a ruler and compass point by 
finding how the point is determined as an intersection of the proper type, as 
determined by the definition of a ruler and compass point and Theorem 2.2. 
For example, Ps is the intersection of the line through P l and P7 and of the 
circle through P2 with center Pl. Figure 2.5b shows the field Fi associated 
with each point Pi. Of course, Pl and P2 are each associated with «(2). 
The coordinates of P3 are in «(2)( J3), a quadratic extension of F2 . Note 
that «(2)( J374) = «(2)( J3) and the latter notation is more concise for F3 . 

Further, although the coordinates of P5 are in «(2), the field F5 associated 
with P5 in this sequence is still «(2)( J3 ), since we want F5 to be equal to 
F4 or a quadratic extension of F4 . In general, we take Fk to be equal to 
Fk-l or a quadratic extension of Fk-l. Thus the coordinates of all points 
Pj with j ~ k are in Fk. In order to introduce the V5 that appears in 
the coordinates of Pg, we need Fg to be the quadratic extension of Fs 
by V5. So Fg = Fs ( V5 ). A quadratic extension of Fg is required for the 

coordinates of PlO to lie in FlO. We have FlO = Fg ( V 10 + 2V5). Since 

VlO - 2V5VlO + 2V5 = 4V5, then the coordinates of Pll lie in FlO. So 
FlO = Fll = F12 = F13. Then, as a final illustration, we need one more 
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«3 - 09)/5, (-1 + 209)/5) = P I4 +--+ F14 = 1Q(v'3, /5, VlO + 2/5, VI9) 
(VI0 + 2/5/4, (-1 + /5)/4) = PI3 +--+ FI3 = Ql(v'3, /5, \/10 + 2/5) 
(VlO - 2/5/4, (-1 - /5 )/4) = PI2 +--+ FI2 = IQ( v'3, /5, VlO + 2/5) 

(-VlO - 2/5/4, (-1 - /5 )/4) = Pll +--+ Fll = IQ( v'3, /5, VlO + 2/5) 
(- Vl0 + 2/5/4, (-1 + V5)/4) = PlO +--+ FlO = IQ( v'3, /5, VI0 + 2/5) 

«1 - /5)/2, 0) = Pg +--+ Fg = IQ( v'3, /5) 
(0,1) = Pg +--+ Fg = IQh./3') 

(0, v'3) = P7 +--+ F7 = Ql(vI3) 
(-1,0)=P6 +--+ F6=Ql(yl3) 
(1/2, 0) = P5 +--+ F5 = Ql( v'3) 

(1/2, -v'3/2) = P4 +--+ F4 = 1Q(v'3) 
(1/2, v'3/2) = P3 +--+ F3 = Ql( yl3) 

(1, 0) = P2 +--+ F2 = Ql 
(0, 0) = PI +--+ FI = Ql 

FIGURE 2.5b. 

quadratic extension for the field F14 . We have FI4 = F13( VI9). You should 
be convinced that no matter how many ruler and compass points are added 
to form the finite sequence of points Pi according to the rules set out in 
Definition 2.1, the lemmas assure us that the coordinates of Pi are in an 
iterated quadratic extension Fi of the rationals. This is the idea behind the 
proof of Theorem 2.15. 

The theorem tells us that if x is a ruler and compass number then x 
must be in lEo This is the desired converse of Theorem 2.10. Note that it 
follows that lE must be a field, since the ruler and compass numbers form 
a field. Since a field must contain 1 and hence all the rationals and since a 
euclidean field must be closed under square root, meaning that if x is in the 
field and x > 0 then Vx is in the field, we see that lE must be the smallest 
euclidean field. As IQ is the smallest field, so lE is the smallest euclidean 
field. 

Corollary 2.16. Point P is a ruler and compass point iff the coordinates 
of P are in lEo Number x is a ruler and compass number iff x is in the field lE. 

We now have an algebraic handle on the ruler and compass points. Given 
any point in the cartesian plane, the point is constructible by means of ruler 
and compass iff the coordinates of the point are in an iterated quadratic 
extension of the rationals. We next determine some points that are not 
ruler and compass points. By finding points that cannot be constructed 
with ruler and compass, we will prove the impossibility of solving two of 
the three classical construction problems left unsolved by the Greeks: 

(1) TRISECTION OF THE ANGLE. Given an angle, trisect the an­
gle with ruler and compass. 
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(2) DUPLICATION OF THE CUBE. Given a segment of unit 
length, construct a segment of length ~ with ruler and compass. 

(3) SQUARING THE CIRCLE. Given a segment of unit length, con­
struct a square having area 7r with ruler and compass. 

Each of the three problems is unsolvable as stated. Note that this does 
not say there are no angles that can be trisected. Obviously, a right angle 
can be trisected with ruler and compass. To say the trisection problem is 
unsolvable is to say there are angles that can be constructed but cannot be 
trisected with ruler and compass. In order to prove the first two problems 
are unsolvable, we need to introduce some algebraic theorems. 

Theorem 2.17. If equation axn + bxn- 1 + ... + gx + h = 0 has integer 
coefficients and has rational root plq where p and q are integers having no 
common factor greater than 1, then p divides hand q divides a. 

Proof. Substituting plq in place of x in the equation and multiplying the 
result through by qn, we obtain apn + bpn-l q + ... + gpqn-l + hqn = O. 
Since p divides the right side of the equation and since p divides all the 
terms on the left side preceding the last, then p must divide hqn. However, 
since p has no common factor greater than 1 in common with q, then p 
must divide h. Likewise, since q divides all the terms after the first but has 
no common factor greater than 1 in common with p, then q must divide 
a .• 

Theorem 2.18. If a cubic equation with rational coefficients has no ratio­
nal root, then none of its roots is a ruler and compass number. 

Proof. Assume a,b,c are rational numbers and the equation x 3 + ax2 + 
bx + c = 0 has no rational root but does have a root that is a ruler and 
compass number. Let Fa = Q. Then there is a smallest positive integer k 
such that the cubic has a ruler and compass root r in an iterated quadratic 
extension Fk of the rationals with Fk = Q( y'dl, y'd2, ... ,..j{lk). Let Fi = 
Q( y'dl, ... ,.jd;) for i = 1,2, ... ,k - 1. So Fi is a quadratic extension 
of F i - 1 for i = 1,2, ... ,k. That is, Fi = Fi-1(v'di). By our assumption, 
there exist p and q in Fk - 1 such that r = p + q..j{lk. We must have q =I- 0, 
as otherwise r is in Fk-l and then k is not minimum. From the algebraic 
identity 

(p ± qy'd;.)3 + a(p ± qy'd;.)2 + b(p ± qy'd;.) + c 

= (p3 + 3pq2dk + ap2 + aq2dk + bp + c) 

± (3p2q + q3dk + 2apq + bq)y'd;., 

we see that p - q..j{lk must be a root of the cubic if p + q..j{lk is a root. The 
roots p + q..j{lk and p - q..j{lk are distinct since q =I- O. Let t be the third 
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root of the cubic. Then 

x 3 + ax2 + bx + c 

= [x - t][x - (p+ q~)][x - (p - q~)] 
= [x - t][X2 - 2px + p2 - q2dk ] 

for all x. By comparing the coefficients of x 2 from both sides, we must 
have a = -t - 2p. Hence, t = -a - 2p and t is in Fk - 1 • However, this is a 
contradiction to the minimality of k, since t is a root of the cubic and is in 
Fk-l' Our initial assumption must be false. _ 

The following important lemma is left for Exercise 2.~:. 

Lemma 2.19. There are three ruler and compass points P,Q,R such that 
mL.PQR = t iff cos to is a ruler and compass number. 

Recall the basic trigonometry formulas: 

sin(A + B) = sinAcosB + cosAsinB, 
cos(A + B) = cosAcosB - sinAsinB. 

From these, we derive the following: 

sin2A = 2sinAcosA, 
cos2A = (cosA)2 - (sinA)2 = 1- 2(sinA)2 = 2(cosA)2 -1, 
sin3A = sin(A + 2A) = [sinA][4(cosA)2 -1], 
cos3A = cos(A + 2A) = 4(cosA)3 - 3 cos A. 

Now, multiplying the last equation by 2 and rearranging the terms, we have 
the identity: 

(2 cos A)3 - 3(2cosA) - 2cos3A = O. 

Then, since cos[3(A + 120W = cos[3(A + 240W = cos[3A]0, we can easily 
check the following lemma. 

Lemma 2.20. Equation x 3 - 3x - 2 cos(3A)0 = 0 has roots 

2cos(A + 120t, 2 cos(A + 240t. 

Since cos 60° = 1/2, then by taking 3A = 60 in Lemma 2.20 we see that 
the equation x 3 - 3x - 1 = 0 has roots 2 cos 20°, 2 cos 140°, and 2 cos 260°. 
Since, this equation has no rational root by Theorem 2.17, then none of 
these roots is a ruler and compass number by Theorem 2.18. In particular, 
we have proved the next very important theorem. 

Theorem 2.21. The number cos 20° is not a ruler and compass number. 

By Lemma 2.19, the significance of the preceding theorem is that a 60° 
angle cannot be trisected with the ruler and compass. 'iVe have found an 
angle that cannot be trisected but that is (surprisingly?) easy to construct. 
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It follows that there are infinitely many such angles, but only one is suffi­
cient to show the famous trisection problem has no solution. The problem 
called the TRISECTION OF THE ANGLE is unsolvable. 

Theorem 2.22. The number .v2 is not a ruler and compass number. 

The theorem above follows from Theorem 2.18 and that the equation 
x 3 - 2 = 0 has no rational root: The problem called the DUPLICATION 
OF THE CUBE is unsolvable. 

As the ancient Greeks suspected, the three famous construction problems 
they left unsolved have no solutions. The first rigorous proof of the unsolv­
ability of these first two problems was given by the little-known French 
mathematician Pierre Laurent Wantzel (1814-1848). The proof was pub­
lished in 1837 when Wantzel was only twenty-three and an engineering 
student. Although frequently cited as P. Wantzel or P. L. Wantzel, his 
name appears on his published papers as L. Wantzel. His important 1837 
paper has "Par M. L. Wantzel" under its title. This most likely accounts 
for the erroneous citations to M. L. Wantzel, where the French abbrevia­
tion M. for Monsieur has been confused as an initial. One thing is certain, 
L. Wantzel should be better known than he is. 

The third classical construction problem left by the Greeks, SQUARING 
THE CIRCLE, is also unsolvable. To show this it is necessary and sufficient 
to show that 7r is not a ruler and compass number. From Exercise 2.14 we 
learn that every ruler and compass number is the root of a polynomial 
equation with integer coefficients. Such roots are called algebraic numbers 
and include the ruler and compass numbers. The real numbers that are not 
the roots of any polynomial equation with integer coefficients are called 
transcendental numbers. In 1882 the German mathematician Ferdinard 
Lindemann (1852-1939) showed that 7r is transcendental and thus proved 
that the last of the three classical construction problems also has no solu­
tion. That 7r is not an algebraic number requires a long proof, which we 
shall not give. Proofs may be found in the Dover paperback Famous Prob­
lems of Elementary Geometry by Felix Klein and in the nineteenth of the 
Carus Mathematical Monographs Field Theory and its Classical Problems 
by Charles Robert Hadlock and published by the Mathematical Association 
of America. 

It is imperative to note the difference between an unsolved problem and 
an unsolvable problem. It is certainly reasonable to work on an unsolved 
problem in the hope of finding a solution by looking at the problem in a 
way different from anyone else. However, it is not reasonable to work on 
a problem that has been proved to be unsolvable. What we have shown 
above is that the problems called the Trisection of the Angle and the Du­
plication of the Cube cannot be solved. Not knowing if there is a solution 
and knowing there is not a solution are very different things. 

It takes only a little more calculation than we have already done to show 
that it is impossible to construct a regular heptagon with the ruler and 
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compass. We continue the development of the trigonometry formulas that 
was started above. We have: 

sin4A = sin(2(2A)) = 2sin2Acos2A = 4(sinA)(2cos3 A - 3cosA), 
cos4A = cos(2(2A)) = 2cos2 2A - 1 = 8cos4 A - 4cos2 A + 1, 
cos 7 A = cos(3A + 4A) = 64cos7 A - 112cos5 A + 56 cos3 A - 7 cos A. 

Multiplying the last equation by 2 and rearranging the terms, we have the 
identity: 

(2 cos A)7 -7(2cosA)5 + 14(2cosA)3 -7(2cosA) - 2cos7A = O. 

From this it is easy to check that the equation 

has the seven roots Xk = 2cos(360k/7)0 for k = 0,1,2,3,4,5,6. However 
these roots are not all distinct, since Xl = X6, X2 = X5, and X3 = X4, with 
xo = 2. You can check that the seventh degree equation factors as 

and we have the first statement of the following theorem. It follows that a 
regular heptagon (7-gon) cannot be constructed with the ruler and compass. 
That it is impossible to construct a regular enneagon (9-gon) with the ruler 
and compass is a consequence of Theorem 2.21. 

Theorem 2.23. The equation x 3 +x2 -2x-1 = 0 has roots 2cos(360/7)0, 
2 cos(360 x 2/7)°, and 2 cos(360 x 3/7)°. The numbers cos(360/7)0 and 
cos(360/9)O are not in lE. 

Which regular polygons are constructible with the ruler and compass? 
On the one hand, the answer is known precisely; on the other hand, the 
final answer is that we do not know. To explain this, we must first learn 
about fermat primes, which are odd primes of the form 2m + 1. Pierre de 
Fermat (1601-1665) is perhaps best known for writing in a book that the 
margins were not large enough to contain his "marvelous demonstration" 
that xn + yn = zn has no solution in positive integers x,lI,z,n with n > 2. 
Not finding among his papers this demonstration of what has come to be 
known as Fermat's Last Theorem, mathematicians have finally, after 300 
years of effort, produced a proof. 

Our concern is with Fermat's conjecture about odd primes of the form 
2m + 1. Since 

x 2r+1 + 1 = (x + 1)(x2r _ X 2r- l + X 2r- 2 _ x 2r- 3 + ... - x 3 + x2 - X + 1) 

is an algebraic identity, letting x = 2q in the identity, we see that 2q(2r+1) + 1 
is divisible by 2q + 1. So, if 2m + 1 is to have no nontrivial factors, then m 
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cannot have an odd factor greater than 1. So m must then be a power of 
2. We take m = 2n and let 

The Fn for n = 0,1,2,3, ... are known as fermat numbers. Fermat was 
convinced by 1640 that all fermat numbers were prime and claimed in 1659 
to have found the long-elusive demonstration for this conjecture. However, 
in 1732, Leonhard Euler (1701-1783), who ranks with Euclid, Archimedes, 
Newton, and Gauss among the greatest mathematicians, showed that F5 is 
not a prime but the product of the two primes 641 and 6,700,417. Actually, 
no Fn for n > 4 is known to be prime. In 1992, F22 was shown to be 
composite. The number F22 has over a million digits. We also know that 
the gigantic number F23471 is not a prime. Today, as in Euler's time, there 
are only five known fermat primes: 

n o 1 2 3 4 

3 5 17 257 65537 

After finding a means of constructing the regular heptadecagon, the 
young genius of the highest order Carl Friedrich Gauss (1777-1855) went on 
to show that a regular p-gon is constructible for odd prime p if P is a fermat 
prime. The 1837 paper by the young Laurent Wantzel that first showed two 
of the ancient Greek construction problems are impossible also showed that 
if a regular p-gon is constructible for odd prime p, then p is a fermat prime. 
Gauss had stated that this was the case. Although he wrote that to try to 
prove otherwise was a waste of time, he gave no proof and no indication of 
a proof was found among his papers after his death. These results are put 
together with some minor lemmas to give the following complete result: 

The Gauss-Wantzel Theorem. A regular n-gon is constructible with 
ruler and compass iff n is an integer greater than 2 such that the greatest 
odd factor of n is either 1 or a product of distinct fermat primes. 

A formal statement in our theory would say that cos(360jn)O is a ruler 
and compass number for integer n iff the greatest odd factor of n is 1 or 
a product of distinct fermat primes. Proof of the Gauss-Wantzel Theorem 
would take us too far astray. Proofs can be found in Hadlock's Field Theory 
and its Classical problems, mentioned above, and in Ruler and the Round 
by Nicholas D. Kazarinoff. 

As has been said, there are only five known fermat primes at this time. It 
is possible that there are no more; it is possible that a new one will turn up 
tomorrow. On the one hand, the Gauss-Wantzel Theorem tells us precisely 
which regular polygons are constructible with the ruler and compass; on 
the other hand, we do not know the final answer until we know all the 
fermat primes. 



2. The Ruler and Compass 47 

!!\ 
a x 'i 
x y b 

x3 = a2b 

FIGURE 2.6. 

Connected with the Gauss-Wantzel Theorem, there is one story whose 
telling cannot be avoided. From the theory, it is evident that a regular 
65537-gon can be constructed with the ruler and compass. One person 
supposedly did so. Oswald Hermes spent ten years of his life carrying out 
the necessary constructions; the manuscript was deposited at the University 
of Gottingen in Germany. Nothing more need be said about Hermes. 

The gateway to Plato's Academy proclaimed, Let no one ignorant of geo­
metry enter here. Eudoxus was the greatest mathematician of the Academy 
and Menaechmus was his student. As tutor to the young man who would 
become Alexander the Great, Menaechmus informed his student that there 
was no royal road to geometry. (The same statement is said to have been 
told to King Ptolemy by Euclid.) The conic sections (the parabola, the 
ellipse, the hyperbola), which have become essential to the understanding 
of elementary science, were first studied at the Academy in connection with 
a theoretical problem of no practical application whatsoever. Menaechmus 
introduced conics to mathematics while working on the Delian Problem. 
In particular, Menaechmus used two parabolas for finding cube roots. (The 
simultaneous equations x 2 = y and y2 = 2x of parabolas have the algebraic 
solutions x = 0 and x = ?"2.) This is only one of the many times in history 
that mathematics developed without practical application in mind has later 
turned out to be exactly what was needed for some scientific advancement. 

The finding of cube roots by using two carpenter's squares, as shown 
in Figure 2.6, is called Plato's Duplication of the Cube when b = 2a. 
By similar triangles in the figure, we have a/x = x/y == y/b, which will 
explain why the Delian Problem is also called the Problem of the Two 
Mean Proportionals. So x 2 = ay and xy = abo From these equations for 
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a parabola and a hyperbola, we have x 3 = xay = a2b. With a = 1, then 
x=~. 

The Greeks resolved various problems by using cleverly designed inter­
sections of conics. Today, with our use of cartesian geometry, these conic 
solutions are not exceedingly exciting. (Exercise 2.21 shows how Descartes 
used his coordinate geometry to give conic solutions to two classical prob­
lems. If you want to see how difficult conic sections are without cartesian 
geometry and why the great Greek mathematical machine was grinding to 
a halt under its own weight, start reading Conics by Apollonius of Perga.) 
The Greeks suspected that the unsolved classical constructions problems 
were, in fact, unsolvable. They lacked the algebra and analytic geometry 
needed to verify that ruler and compass solutions for these constructions 
are impossible. 

Curves far more exotic than conics were invented in an attempt to solve 
the classical construction problems. The conchoid of Nicomedes is a mussel­
shaped curve invented to trisect angles. Nicomedes also invented a device 
for tracing a conchoid. This tool is the oldest known construction tool other 
than the ruler and the compass. The cissoid of Diocles is an ivy-shaped 
curve that was invented to construct cube roots. The spiral of Archimedes 
was invented to square the circle. See Chapter VII of the first volume of 
the two volume classic A History of Greek Mathematics by Sir Thomas L. 
Heath. For other mechanical construction tools, see The Trisection Problem 
by Robert C. Yates, reprinted by The National Council of Teachers of 
Mathematics. 

One of the exotic curves invented for angle trisection is the quadmtrix 
of Hippias, who was born about 460 Be. Consider Figure 2.7 as you read 
the following description. Suppose DO ABC is a square. Suppose a radius 
of 0 A moves uniformly from OC to OA and at the same time the segment 
C B moves to 0 A uniformly and parallel to 0 A. The two segments reach 
OA at the same time. The locus of the intersection of these two moving 
segments defines the quadratrix. Now, (mLAOP)/(mLAOC) = OF/OC 
for point P on the quadratrix with F the foot of the perpendicular from P 
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to ~C. The curve changes all angle division problems to segment division 
problems. In particular, the angle trisection problem is reduced to segment 
trisection. For example, a line parallel to OA that trisects OF in Figure 2.7 
will intersect the quadratrix at a point Q such that oQ trisects LAOP. 

Menaechmus had a brother, Dinocratus, who was also a mathematician. 
Dinocratus discovered the most surprising property of the quadratrix. This 
property might be guessed from the name of the curve; after all, the curve 
is not known as the "trisectrix" of Hippias. What is the length of OH? 
Taking OA = 1 and using radian measurement here, we see that the curve 
has the equation y = x tan(Y7r/2) , 0 < y < 1. The question about OH 
can be rephrased, What is the value of x as y approaches O? Those with a 
knowledge of calculus can quickly show that OH = 2/7r in Figure 2.7, since 

lim y = lim [2/7r][cos(Y7r/2)] = 2/7r. 
y--;O tan(Y7r /2) y--;O [sin(Y7r /2) l/[Y7r /2] 

Given 0 and H such that OH = 2/7r, it is easy to construct a segment of 
length ft and then to square a circle. 

It did not escape the attention of the Greeks that there is a defect in 
the dynamical process defining the quadratrix. This defect disallows the 
use of the quadratrix as an ideal tool for squaring the circle. Our point 
H in Figure 2.7 is not obtained by the dynamic process. Each point of 
of the quadratrix is determined as the intersection of two segments. How­
ever, these segments coincide at the end of the process and, hence, do not 
intersect at a unique point. We can get as close as we like to H but we 
cannot reach H without resorting to a limit process. Approximations are 
exceedingly useful for many purposes, but they are not acceptable in our 
game. 

The most famous of all geometric constructions that is not a ruler and 
compass construction is the trisection of the angle by Archimedes (287-
211 Be). It is sufficient to be able to trisect acute angles since an angle of 
30° is easily constructed. (The construction actually works for angles up 
to 145°.) The tool used by Archimedes is the marked ruler, which we will 
study in detail later. We suppose we have a ruler with two marks C and D 
placed one unit apart on the edge and that acute angle LAOB is given with 
OA = OB = 1. The idea is to slide the marked ruler about until the ruler 
passes through B, has one mark on OA, and has the second mark on AD. 
See Figure 2.8 and suppose mLOCD = x. We want to show the measure of 
the given angle is 3x. Now mLCOD = x by the Pons Asinorum (Euclid 1.5: 
The base angles of an isosceles triangle are congruent). So mLODB = 2x by 
the Exterior Angle Theorem (Euclid 1.32: The measure of an external angle 
of a triangle is the sum of the measures of the two opposite interior angles) 
applied to !::'ODC. Then mLOBD = 2x by the Pons Asinorum. Therefore, 
mLAOB = 3x hy the Exterior Angle Theorem applied to !::'OBC. 

As we have just seen, it is not difficult to trisect an angle. The Greeks 
certainly knew how to trisect angles with various tools. However, as we have 
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proved, it is impossible to trisect an angle in general-and a 60° angle, in 
particular-using only straightedge and compass. 

Exercises 

2.1. If d is a positive element of field F but not a square in F and if 
a + b01 = 0 with a and b in F, then a = b = 0.0 

2.2. Prove Theorem 2.8.0 

2.3. Prove Lemma 2.19.0 

2.4. Prove there are ruler and compass points P,Q,R such that mLPQR = 
t iff sin to is a ruler and compass number; prove there are ruler and compass 
points P,Q,R such that mLPQR = t iff tantO is a ruler and compass 
number. 

2.5. Show that 0 is irrational. In general, if d,m,n are positive integers 
but dm / n is not an integer, then show that dm / n is irrational.O 

2.6. Show that 2 is not a square in Q( V5) and that v'3 is not in Q( 0).0 

2.7. Use only the theorems that we have proved to determine for which 
integers n an angle of nO can be constructed with the ruler and compass. 
Also, verify your result using the Gauss-Wantzel Theorem.O 

2.8. For how many odd integers n are regular n-gons known to be con­
structible?O 

2.9. Illustrate Archimedes' trisection construction by constructing an an­
gle of 20° with the marked ruler and compass. 

2.10. For any field F, show that 01 is not a square in F( 01). (Corollary: 
An iterated quadratic extension of Q in not eudidean.)O 

2.11. Give an iterated quadratic extension of the rationals that contains 

J1 + 0 - v'3 + {l5 + V6. 
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2.12. Find an example where an angle of XO cannot be constructed with 
ruler and compass but a given angle of (3x)0 can be trisected with ruler 
and compass.O 

2.13. Find a polynomial equation with integer coefficients that has the 
number v'3 - ~ as a root.O 

2.14. Prove the Lemma: If c is a root of a polynomial equation of degree 
k with coefficients in F( Vd), then c is a root of a polynomial equation of 
degree 2k with coefficients in F. Prove the Theorem: An element of lE is the 
root of a polynomial equation with integer coefficients and whose degree is 
a power of 2.0 

2.15. Why do the numbers of the form a + bv'2 + cv'3 with a,b,c rational 
not form a field? Do all the numbers of the form a + b~ + c.y4 with a,b,c 
rational form a field?O 

2.16. Find the roots of 3x3 + 16x2 + 22x + 8 = 0.0 

2.17. If a,b,c are in lE but not all 0 and if r is a real root of the equation 
ax2 + bx + c = 0, then show that r is in lE. 

2.18. Suppose d 1 and d2 are positive numbers in field F but neither is a 
square in F. Show that F( v'dl) = F( Vd2) iff JdI/d2 is in F.O 

2.19. Do IQ( v'2, y'5) and IQ( y'5, v'2) contain the same elements of lR? Do 
IQ( y'6, v'2) and IQ( y'6, v'3) contain the same elements of lR? Show that 
2(3 + y'5) is a square in IQ( y'5) but that 10 + 2y'5 is not.O 

2.20. Which of the lemmas numbered 2.10 through 2.14 have a converse 
that is true? 

2.21. Show how Descartes used the parabola with equation y = x 2 and 
the circle through (0,0) with center (k/2, 1/2) to construct cube roots and 
used the parabola with equation y = x 2 and the circle through (0,0) with 
center (cos 3A, 2) to trisect angles. 0 

2.22. Find out how the cissoid of Diocles can be used to construct cube 
roots, how the conchoid of Nicomedes can be used to trisect angles, and 
how the spiral of Archimedes can be used to square a cire!e. 

2.23. Show that cos(360/17)0 is in lE.O 

2.24. A Term Project: Prove the Gauss-Wantzel Theorem. 

2.25. A Term Project: Prove 7r is not in lE. 

232 - 1 = 3 x 5 x 15 x 257 x 65537. 



3 
The Compass and the 
Mohr-Mascheroni Theorem 

In December of 1797 there took place 
in Paris a brilliant gathering of promi­
nent writers and scholars, with the im­
mortal Lagrange and Laplace among 
them. A most conspicuous member of 
the company was the young and victori­
ous General Napoleon Bonaparte, who 
... had occasion to entertain Lagrange 
and Laplace with a kind of solution 
of some elementary problems of ele­
mentary geometry that was completely 
unfamiliar to either of the two world­
famous mathematicians. Legend has it 
that after having listened to the young 
man for a considerabl.e while, Laplace, 
somewhat peeved, remarked, "General, 
we expected everything of you, except 
lessons in geometry." 

N. A. COURT 

Napoleon proposed to the French mathematicians the problem of divid­
ing a circle into four congruent arcs by using the compass alone. Although 
not original with Napoleon, the problem has become known as Napoleon's 
Problem. During his campaign in northern Italy, Napoleon had encoun­
tered the poet and geometer Lorenzo Mascheroni (1750~1800). Mascheroni 

G. E. Martin, Geometric Constructions
© Springer-Verlag New York, Inc. 1998
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was a professor at the University of Pavia, where Christopher Columbus 
had once been a student. Mascheroni's most famous mathematical work is 
his Geometria del Compasso, published in 1797. This work, which began 
with an ode of some literary merit that was dedicated to Napoleon, showed 
that all the ruler and compass constructions can be accomplished with the 
euclidean compass alone. Surprisingly, any point that can be constructed 
with ruler and compass can be constructed without using the ruler at all. 
In these compass constructions, a line is considered to be constructed as 
soon as two points on the line are constructed. In practice, we cannot draw 
a line with only a compass, but we may be able to construct some particu­
lar point on the line as the intersection of circles that are drawn with the 
compass. As usual, we do not expect every point on a constructed line to 
be constructible. 

The Danish geometer Johannes Hjelmslev (1873-1950) quickly realized 
the importance of the copy of Euclides Danicus that his student had picked 
up at a second hand bookshop. Hjelmslev had the book republished in 1928. 
Euclides Danicus thus surfaced by accident some two and a half centuries 
after it had been first published in 1672. The author, Georg Mohr (1640-
1697), had anticipated Mascheroni by 125 years. Although he was born in 
Copenhagen, Mohr left Denmark as a young man to live in Holland. The 
book appeared in 1672 in two editions, one in Danish and one in Dutch. 
The references that existed to Euclides Danicus before 1928 incorrectly 
assumed that the small book was a commentary on Euclid's Element8 or 
only an edition of a part of Euclid's work. 

Geometers Mohr and Mascheroni had in different countries and in dif­
ferent centuries independently demonstrated that one could dispense with 
the ruler in classical geometric constructions. This startling result of Mohr 
and Mascheroni is the principal theorem of this chapter. 

Following the precedent of Definition 2.1, which defined "ruler and com­
pass point," we want to define "a compass point" to be a point that can 
be constructed with the euclidean compass. Of all the points in the carte­
sian plane, we then want to distinguish those that are compass points. The 
two points (0,0) and (1,0) in the starter set from the ruler and compass 
constructions will again be sufficient to get us started. We have in mind 
the euclidean compass as our only tool. To form the following definition, 
take Definition 2.1 and cross out all the references to the ruler. The result 
should then contain no surprises. 

Definition 3.1. In the cartesian plane, a point is a compass point if the 
point is the last of a finite sequence P1 ,P2 ,P3 , ••• ,Pn of points such that 
each point is in {(O,O), (1,0)} or is a point of intersection of two circles, 
each of which passes through an earlier point in the sequence and each 
of which has an earlier point as center. A compass line is a line that 
passes through two compass points. A compass circle is a circle through 
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a compass point with a compass point as center. A number x is a compass 
number if (x, 0) is a compass point. 

The intersection properties of compass lines and compass circles are def­
initely not obvious. Analogous to Theorem 2.2, the points of intersection 
of two compass circles are quickly seen to be compass points. This time, 
however, it is by no means clear that the points of intersection of a compass 
line with either a compass circle or a compass line are compass points. This 
is what we must prove to show that a ruler and compass point is a compass 
point. That a compass point is a ruler and compass point is trivially true. 
You may find it astonishing that we will soon be able to prove that the 
intersection of two compass lines is a compass point. 

Theorem 3.2. A point oj intersection oj two compass circles is a compass 
point. 

Proof. If point Z is a point of intersection of two compass circles, then there 
are compass points P,Q,R,8 such that Z is a point in the intersection of 
PQ and Rs. Then there is a sequence P1,P2, ... ,Pi a sequence Q1,Q2, ... ,Q; 
a sequence R 1,R2, ... ,R; and a sequence 8 1 ,82 , ... ,8 such that each of the 
four sequences satisfies the condition of Definition 3.1. So the sequence 

must satisfy the condition. Hence, the sequence 

also satisfies the condition, and Z is therefore a compass point by Defini­
tion 3.1. _ 

Theorem 3.3. IJ P and Q are two compass points, then the perpendicular 
bisector oj PQ is a compass line. 

ProoJ. The theorem follows immediately from the preceding theorem by 
considering the two points of intersection of PQ and Q p. Say these compass 
points are A and B. Then the compass line An is the desired perpendicu­
lar bisector of PQ. This follows from the theorem that the perpendicular 
bisector of a segment is the locus (set) of all points that are equidistant 
from the endpoints of the segment. _ 

The points P and Q in the proof above are the images of each other 
under the reflection in An; if the plane could be folded along An, then 
the points P and Q would fall together. The key idea behind most of our 
constructions in the Mohr-Mascheroni theory is that of reflections. Recall 
that the reflection in An is defined as the mapping on the set of points 
in the plane that sends point P to itself if P lies on An and otherwise 
sends P to pI where An is the perpendicular bisector of P pl. The image 
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pI of a point P under the reflection in AB is very easy to construct with a 
compass alone. We have P = pI iff P is on AB. Otherwise, P and pI are 
the two points of intersection of the circles Ap and B p , as in Figure 3.1. 
Since AP = ApI and BP = BpI in this case, we have each of A and B is 
equidistant from P and pl. Thus AB is the per~dicular bisector of P pI, 
and so the image of P under the reflection in AB is pI by the definition 
of a reflection. This simple construction is basic to many of the compass 
constructions. 

Theorem 3.4. The image of a compass point under the reflection in a 
compass line is a compass point. 

In making a sketch for a compass construction, beware of the trap of 
inadvertently assuming the intersection of two compass lines has been con­
structed. For example, the construction in Figure 3.1 does not provide us 
with the point of intersection of AB and PJii. The point does exist. There 
is no question that there is such a point in the cartesian plane; the question 
is whether this point is a compass point or not. You may find it helpful 
to draw all segments and lines that you wish to emphasize with a colored 
pencil. Having the arcs and circles drawn in one color and the segments 
and lines drawn in another color may help you avoid the trap. 

Euclid's proof of his proposition I.2 showed that the ruler and euclidean 
compass combination is equivalent to the ruler and modern compass com­
bination. We shall now show that the euclidean compass and the modern 
compass are equivalent construction tools, without the presence of the ruler. 
Further, you may be very surprised that the construction for the next theo­
rem, which states the equivalence of the euclidean compass and the modern 
compass, is much more simple than that given by Euclid for 1.2. Actually, 
Euclid's construction and its proof are quite remarkable, considering that 
the construction is only the second proposition in the entire development 
of Euclid's geometry. The details of the proof of the more elegant construc­
tion that is indicated in Figure 3.2 are left to the reader. However, in the 
construction, Be is mapped to AF under the reflection in DE. So AF and 
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BC are symmetric with respect to DE and, hence, are congruent. There­
fore, if you know that segments are mapped to congruent segments under 
a reflection, then the proof is immediate. If you have to prove AF = BC 
by chasing congruent triangles all over the place, then the proof is much 
longer. 

Theorem 3.5 (cf. Euclid 1.2). IJ A, B, C are three compass points, then 
ABC is a compass circle. 

There is a difference between the statement of Theorem 3.5 and the 
scheme in Figure 3.2. Theorem 3.5 merely states that it can be proved 
that ABC is a compass circle. The theorem does not state that we actually 
know how to draw such a circle with a euclidean compass. The theorem is 
an existence theorem but not a construction; the theorem states something 
exists but does not imply that anyone knows how to find that something. 
The scheme in the figure, on the other hand, gives us the actual construc­
tion. Recall that a construction is a theorem that not only says something 
exists but gives an algorithm for finding that something .. Thus the scheme 
stands in place of Theorem 3.6, which is stated below. As an indication of 
how to attack a proof of Theorem 3.5, we essentially gave the statement of 
Theorem 3.6 in the form of the scheme. A proof of Theorem 3.6 is a proof 
of Theorem 3.5, but not conversely. 

Theorem 3.6 (cf. Euclid 1.2). IJ A, B, C are three compass points, 
points D and E are the points oj intersection of AB and B A , and points 
C and F are the points of intersection of Dc and Ec: then ABC is the 
compass circle A F . 

Euclid 1.3 is such an immediate consequence of Euclid 1.2 in ruler and 
compass theory that it is difficult to think of 1.2 without 1.3. This is not 
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the case here. Our Theorem 3.14, which is analogous to Euclid 1.3 does 
not follow trivially from our Theorem 3.5, which is analogous to Euclid 1.2. 
Theorem 3.5 says that we effectively have use of the modern compass. 
However, not even a modern compass allows us in one operation to "cut 
a segment off the end of a ray." To carry out that construction we will 
have to wait until we have shown that a compass circle and a compass line 
through the center of the circle intersect in compass points. 

In spite of Theorem 3.5, compass constructions accomplished by using 
only the euclidean compass are deemed to have more style than those con­
structions that use the modern compass. That all the circles in a scheme 
have the form AB and not the form ABC indicates that the construction is 
carried out with a euclidean compass. A modern compass construction can 
be turned into a euclidean compass construction by means of Theorem 3.6. 
Of course, in making a construction drawing you can effectively make your 
modern compass into a euclidean compass by restricting its use. Although 
it is a matter of taste, the handicap of using only a euclidean compass does 
make the game of compass constructions more challenging. 

Theorem 3.7 (The Compass Midpoint Theorem). If A and Bare 
compass points, M is the midpoint of A and B, and B is the midpoint of 
A and N, then M and N are compass points. 

A construction for Theorem 3.7 is given by the scheme in Figure 3.3. 
There should be no problem with N; we encounter N halfway through the 
construction of a regular hexagon inscribed in BA . The top of Figure 3.3 
shows how to continue this process to get a segment of length nAB. A dif­
ferent, shorter construction for N is given in Exercise 3.3. The construction 
for the midpoint M does require some argument. Since 6.AEM '" 6.AN E 
because isosceles triangles with congruent base angles are similar, then 

AM/AE = AE/AN = AB/(2AB) = 1/2 

and AB = AE = 2AM, as desired. To divide a segment into n congruent 
parts, use the same idea as bisecting a segment, replacing AN by a segment 
of length n(AB). The proof of the next theorem is left to the reader. 

Theorem 3.8. If A and B are two compass points and n is a positive 
integer, then points P and Q on AB such that AP = nAB and AQ = AB /n 
are compass points. 

We can now prove that the intersection of distinct compass lines is a 
compass point. In addition to using the preceding theorem in the construc­
tion, we use the following lemma: Three points P,Q,R are the vertices of 
an isosceles triangle if Q is the image of P under the reflection in RS but 
P R t RS. The lemma follows immediately from the definition of a re­
flection, since R is equidistant from P and Q if RS is the perpendicular 
bisector of PQ. 
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Theorem 3.9. The intersection of two compass lines is a compass point. 

Proof. Sup~e A,B,C,D are four compass points with no three on one line 
such that AB and CD intersect at a unique point X. So Xi-A. Let E 
be the image of A under the reflection in CD. If AB 1_ CD, then X is 
the compass point that is the midpoint of the compass points A and E. 
Therefore, we suppose AB t CD. Let F be the compass point that is the 
image of E under the reflection in AB. Let G be the compass point that 
is the image of A under the reflection in EF. Then !sAXE '" !sAEG, 
since both triangles are isosceles and have congruent base angles, and so 
AXIAE = AEIAG. We use this result below in the form (AE)2 lAG = AX. 
Possibly G A and AE do not intersect because AE > 2AG. Let n be a 
positive integer such that AE < 2nAG. (With luck, n == 1; in Figure 3.4, 
we have n = 2.) Then H on XC such that AH = nAG i~: a compass point. 
So HA and AE do intersect at two compass points I and J. Next IA and 
JA intersect at two compass points A and K. Then L'c.AIK '" !sAHI, 
since both triangles are isosceles and have congruent base angles, and so 
AK I AI = AI I AH. The point Y on AK such that AY = nAK is a compass 
point. However, 

AY = nAK = n[(AI)2IAH] = n[(AE)2/(nAG)] = (AE)2 lAG = AX. 
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Hence, since X and Yare on AG, we have X = Y and X is a compass 
point. _ 

In carrying out the construction given above for the intersection of two 
particular compass lines, it would be nice to be able to ignore that both­
ersome n. Suppose the given lines intersect in an acute angle of to. Then 
sintO = (AE/2)/AX = (1/2)(AE/AX) = (1/2)(AG/AE). So AE < 2AG 
iff sin to > 1/4. This implies that if the acute angle between the lines is 
larger than 15° then you have the nice case where n = 1 and G = H in the 
construction. Can you think how you might use this information in carry­
ing out a construction? Think about it for a few minutes before looking at 
Exercise 3.8 to see how to formulate an equivalent construction problem to 
assure that the angle of intersection is larger than 15°. 

We must show that the points of intersection of a compass line and a 
compass circle are compass points. This is extremely easy to do provided 
the line does not pass through the center of the circle. The idea behind 
the proof for this case is again that of a reflection. Since the points of 
intersection of a line and a circle also lie on the image of the circle under 
the reflection in the line, then the points are determined as the points of 
intersection of two circles. You should carry out the construction drawing 
to provide your own figure. 

Theorem 3.10. If A,B,C,D are compass points such that AB intersects 
CD and if C is off AB, then the points of the intersection of AB and CD 
are compass points. 

Proof. Let C' and D' be the images of C and D, respectively, under the 
reflection in AB. Then the compass circles CD and Cb intersect on AB at 
the desired points of intersection of AB and CD. _ 
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Our goal of showing that we can accomplish the same constructions with 
the euclidean compass as with the ruler and compass now hinges on the 
possibility of constructing the points of intersection of a compass circle 
and a compass line through its center. What we might have expected to 
be a simple case in considering the intersection properties of compass lines 
and compass circles turns out to be the most complieated. We need to 
construct the intersection of fiB and Ae for given compass points A,B,C. 
The special case where fiB J.. AC depends on a solution to Napoleon's 
Problem, which is to divide a circle into four congruent arcs using only a 
compass. It is easy to divide a circle into two semicircles; the hard part is to 
then bisect the semicircles. From another view, Napoleon's Problem asks 
for the construction of the vertices of a square inscribed. in a given circle. 

Theorem 3.11 (Napoleon's Problem, cf. Euclid IV.6). If P and 0 
are two compass points, then the points P,Q,R,S on Op such that DPQRS 
is a square are compass points. 

Proof. The first construction given below in the form of a scheme is due to 
Mascheroni. This construction uses six new circles drawn with a modern 
compass and is easier to see than a second construction that is given later. 

Po,Op Poe,Op P, Q, R, S 

A P, B A, R C Q, S 

See Figure 3.5. In Mascheroni's construction, we take OP = 1 to simplify 
the algebra. Then P R = 2 and PC = P B = 83 = v'3. Since OC is 
perpendicular to OP, then by the Pythagorean Theorem we have PQ = 

PS = OC = JpC2 - Op2 = J2 = 84 .• 

Although this proves the theorem, we go on to give a second construction 
due to W. F. Cheney in 1953 that uses only five new circles and furthermore 
these five circles are all drawn with a euclidean compass. An analysis of the 
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first construction reveals that the proof depends on the theorem "2 = 3-1," 
restated in the form "s1 = sl - sl." If that construction has a blemish, 
it is that OC has neither of its endpoints on Op. Cheney moves the same 
construction over to Po and ends up with a segment of length S4 with 
the endpoint P on Op. In doing so, he needs to draw one less circle than 
Mascheroni, and all of these circles are drawn with a euclidean compass. 
Cheney's solution thus combines beauty with economy: 

Po,Op Ao,Po 

A, B AR O,C D Q, S 

See Figure 3.6. Here, still taking OP = 1, we have PR = BC = 2 and 
CD = CO = S3 = V3. Since PD is perpendicular to BC, then PQ = 
PD = v'CD2 - PC2 = v'2 = S4, as desired. 

Finding the intersection of a compass circle and a compass line through 
its center is still our concern. The problem is solved by a construction 
similar to Mascheroni's construction for Napoleon's Problem. The idea is 
to bisect certain arcs of a circle. 

Theorem 3.12. If A,B,C are three compass points, then the points of the 
intersection of AB and Ac are compass points. 

Proof. If C is on AB or if AC ..1 AB, then the result follows from a so­
lution to Napoleon's Problem. We suppose neither of these cases holds. 
By Theorem 3.2, then C', the image of C under the reflection in AB, is 
a compass point different from C. The point D such that DACC'D is a 
parallelogram is a compass point since D is a point of intersection of the 
compass circles Acc' and C~. See Figure 3.7. Likewise, D', the image of D 
under the reflection in AB, is a compass point. Let E be a compass point 
on AB that is in the intersection of Dc and D'c;,. Let P and Q be the 
intersections we are looking for. We wish to show that P and Q are deter­
mined as the intersection of compass circles D AE and D~E' That is, we 
want to show DP = AE. With F the foot of the perpendicular from C to 
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D 

AD, then AD = CC' = 2AP and DP = 3AP. Hence, by four applications 
of the Pythagorean Theorem, we have 

DP2 = AP2 + AD2 = AC2 + AD2 

= C p2 + AP2 + AD2 

= DC2 - DP2 + AP2 + AD2 = DC2 - (3AP)2 + AP2 + (2AP)2 

= DC2 - (2AP)2 = DE2 - AD2 

=AE2, 

as desired. _ 

Putting Theorems 3.10 and 3.12 together, we have the following result. 

Theorem 3.13. The points of intersection of a compa8S line and a com­
pass circle are compass points. 

Although the addition and subtraction of segments is not easy in compass 
constructions, that we effectively have the use of the dividers in compass 
constructions is a consequence of Theorem 3.5, which is analogous to Eu­
clid 1.2, and Theorem 3.13 above. This is stated as the first part of the next 
theorem; the second part is only a particular instance of the first part. 

Theorem 3.14 (cf. Euclid 1.3). If A,B,C,D are compass points and if 
A # B, then the point E on AB such that AE = CD is a compass point. 
If P and Q are compass points, then PQ is a compass number. 
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Obviously, any point that can be constructed with a compass alone can 
be constructed with a ruler and compass. In other words, every compass 
point is a ruler and compass point. Comparing the definition of a ruler 
and compass point with the definition of a compass point, we see that we 
begin with the same starter set in both cases and that Theorems 3.2, 3.9, 
and 3.13 show no point is constructed with ruler and compass that cannot 
be constructed with the compass alone. Although it may be more work 
without the ruler, we obtain the same set of points in the end. In other 
words, every ruler and compass point is a compass point. We summarize 
our results in the following theorem. 

Theorem 3.15 (The Mohr-Mascheroni Theorem). A point is a 
compass point iff the point is a ruler and compass point. 

Although, we have just shown that any euclidean construction can be 
done with a compass alone, the theory does not tell us how to obtain 
nice compass constructions. The fun of seeking out elegant compass con­
structions remains. Each of Euclid's construction problems becomes a new 
problem to accomplish with the compass alone. For example, Euclid IV.n 
asks for a regular pentagon inscribed in a circle. This problem is solved by 
each of the compass constructions of Exercises 3.12 and 3.13. 

Until recently it was thought that the study of the rusty compass went 
back only as far as the Arab mathematician AbUl-Wefa of Bagdad (940-
998), who introduced the tangent function to trigonometry. As you have 
probably guessed, a rusty compass is a compass with a fixed opening; all 
circles drawn with a rusty compass have the same radius. A recent discovery 
of an Arabic translation of a work by Pappus of Alexandria, the last of the 
giants of Greek mathematics, shows that the study of the rusty compass 
has its roots in antiquity. In the history of geometry in the West, Pappus 
(circa AD 320) is followed by Descartes (circa 1637). However, compass con­
structions attracted the great German artist Albrecht Durer (1471-1528) 
and many sixteenth-century Italian mathematicians, including Tartaglia, 
about whom we shall have more to say in Chapter 9. The Danish geometer 
Hjelmslev has considered using several rusty compasses. The Russian ge­
ometer Kostovskii has shown that restricting the compass so that the radii 
never exceed a prescribed length still leads to all compass constructible 
points, as does restricting the compass so that the radii always exceed a 
prescribed length. However, the problem of restricting the radii between a 
lower bound and an upper bound seems to be still open. 

\Ve will limit ourselves here to considering a rusty compass that draws 
unit circles. To model the rusty compass construction, we start with Def­
inition 3.1, which defined a compass point. In this definition, we insert 
"rusty" before "compass," wherever it occurs, and we insert "unit" before 
"circle," wherever it occurs. Some pruning of a redundant phrase then gives 
Definition 3.16, below. This same process gives "a unit circle with a rusty 
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FIGURE 3.8. 

compass point as center" as a definition for "a rusty compass circle." Per­
haps "a unit circle through a rusty compass point and with a rusty compass 
point as center" would be better. Which do you think is the better defini­
tion? Remember definitions are made by people. Maybe we should take a 
vote. Until we have some compelling reason to prefer one of the suggested 
definitions over the other, we shall leave the matter undecided. 

Definition 3.16. In the cartesian plane, a point is a rusty compass 
point if the point is the last of a finite sequence Pi ,P2 ,P3 , ... ,Pn of points 
such that Pi = (0,0), P2 = (1,0), and each of the others in turn is a point 
of intersection of two unit circles, each of which has an earlier point as 
center. 

Is there anyone who has been alone with a compass and a piece of paper 
and who has not made a compass drawing like that in Figure 3.8a? Starting 
with unit circles with centers at (0,0) and (1,0) and drawing unit circles 
through the points of intersection already determined, we want to derive 
the coordinates of the points so constructed with the rusty compass. From 
Figure 3.8, where (b) requires knowing only the altitude of an equilateral 
triangle, it follows that we can get from (0,0) to any rusty compass point 
by moving m times the directed distance from (0,0) to (1,0) and then 
n times the directed distance from (0,0) to (1/2, v'3/2) where m and n 
are integers. The integers m and n may be zero, positive, or negative. 
Theorem 3.17 follows from this observation. Is it any wonder that the set 
of rusty compass points is called a lattice? 

Theorem 3.17. The rusty compass points are exactly the points 

(m + n/2, nv'3/2) 

where m and n are integers. 

You may think that our starter set consisting of the points H = (0,0) 
and P2 = (1,0) is too nice. What happens if Pi P2 =1= 1? We still suppose 
a unit circle is constructible if its center is constructible. Croft and Korner 
gave the following partial answer in 1978. If in Definition 3.16, we replace 
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"P2 = (1,0)" by "P2 = (r,O)" where r < 2, r f 1, and r f 1/v'3, then 
there are constructible points arbitrarily close to any given point in the 
cartesian plane. 

A vast number of problems are now open to you. As already mentioned, 
knowing that you can eventually do any ruler and compass construction 
problem with a compass alone is not at all the same thing as knowing a 
good compass construction for the problem. Suppose we give ourselves the 
ruler along with the rusty compass. What can be done now? Here is a whole 
new game. We can probably do more with ruler and rusty compass than 
with rusty compass alone. How much more? Is it possible to accomplish all 
ruler and compass constructions? 

Exercises 

3.1. Solve the compass construction problems that correspond to Euclid 
I.ll and I.12: Given compass points A and B, give a compass construction 
for a point E such that AE ~ AB. Given compass points A B,F with F 
off AB, give a compass construction for a point G such that ~ ~ AB.O 
3.2. Solve the compass construction problem that corresponds to Euclid 
I.31: Given compass points A,B,P with P off AB, give a compass construc­
tion for a point Q such that PQ II AB.O 
3.3. Given points A and B, show that B is the midpoint of A and N: 

C, D 

De,CD 

N 
A-B-N 

N 

3.4. Given compass points A and B, give a compass construction for a 
point D such that mLABD = 30.0 

3.5. Given compass points that are the vertices of an equilateral triangle, 
give a compass construction for the center of the triangle. Also, make a 
construction drawing to illustrate the construction.O 

3.6. If the vertices of l::"ABC are compass points, then which of the fol­
lowing are impossible for mLABC: 

1, 2, 3, 4, 5, 10, 12, 15, 16, 18, 25, 32, 36, 38, 42?0 

3.7. Is the set {(m + n/2, nv'3/2) I m and n integers} of points the same 
as the set {(s/2,tv'3/2) I sand t integers}? Show the intersection of two 
rusty compass lines is not necessarily a rusty compass point. Show the 
midpoint of two rusty compass points is not necessarily a rusty compass 
point.O 
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3.8. Double an acute angle: Given compass points A,B,C,D such that AB 
and CD intersect at point X in acute angle LAXC, find compass line EF 
that is concurrent with AB and CD and such that mLAX E = 2mLAX C. 0 

3.9. Make a construction drawing for the construction illustrated in Fig­
ure 3.7. 

3.10. Make a construction drawing that illustrates Theorem 3.9. 

3.11. Make a construction drawing for Mascheroni's construction and a 
construction drawing for Cheney's construction, where the constructions 
solve Napoleon's Problem (Theorem 3.11). 

3.12. Make a construction drawing and prove Mascheroni's construction, 
which is given below, for inscribing a pentagon in a circle, where the con­
struction continues from his solution to Napoleon's Problem, with OP = 
1.0 

D,E 

Eoc,Doc 810 = OF and 85 = FP 

F 
Q-O-F 

3.13. Make a construction drawing and prove Cheney's construction, which 
is given below, for inscribing a pentagon in a circle, where the construction 
continues from his construction to Napoleon's Problem, with OP = 1 and 
Q inside Ao· 0 

810 = OH and 85 = FH 

E, F 
E inside Po 

P, G H 
H inside Op 

3.14. Given noncollinear compass points A,B,C, then outline a compass 
construction for a point P such that BP bisects LABC'. 

3.15. Given the endpoints of segments of lengths p,q,r, then outline a 
compass construction for a segment of length x where p/q = r/x.O 

3.16. Beginning with only compass points A = (-1,0), B = (d,O) with 
d > 0 but d i- 1, 0 = (0,0), and 1= (0,1), give a compass construction 
for P = (y'd, 0).0 

3.17. Suppose compass points A,B,C are such that A is on the perpen­
dicular bisector of BC. Give a compass construction for the center of the 
circle through A,B,C.O 

3.18. Give a compass construction for the circle through three given com­
pass points.O 
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3.19. Give a compass construction for a regular 30-gon that requires only 
eleven circles of four different radii. You may have to look this one up in the 
January 1944 American Mathematical Monthly (pp 47-48, Vol 51, Problem 
E567). 

3.20. With one rusty compass, draw two circles having radii of different 
lengths. (This is a mind buster that the author assigns for April 1, even if 
class does not meet that day. The strange thing is that the problem can be 
done.)\> 



4 
The Ruler 

line (lIn) n. 1. a. The locus of a point 
having one degree of freedom; curve. 
h. A set of points (x, y) that satisfy 
the linear equation ax + by + c = 0, 
where a and bare nOl; both zero. 2. a. 
A thin, continuous mark, as that made 
by a pen, pencil, or brush applied to 
a surface. h. A similar mark cut or 
scratched into a surface. c. A crease in 
the skin, esp. on the face; a wrinkle .... 
32. Football. a. A line of scrimmage. h. 
The linemen ... [ME<OE, cord, and 
OFr. ligne, line, both<Lat. linea, string, 
linum <thread.] 

American Heritage Dictionary 
Second College Edition 

A culture developed in such an entangled jungle that the culture has no 
motivation or use for the concept of a straightedge is necessarily limited. 
The ruler and the compass are such basic tools that most of us accept 
them without ever having considered the implication of life without them. 
Suppose you are faced with the problem of coming to an examination on 
geometric constructions only to find that in making sure that you have not 
forgotten your compass you have completely forgotten to bring a ruler. How 
can you quickly make a straightedge to get you through the examination? 

G. E. Martin, Geometric Constructions
© Springer-Verlag New York, Inc. 1998
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Ripping your clothes apart to get a thread to pull taut is of theoretical 
interest but is not the most practical approach. Although reflections will 
not play the major role here that they did in the last chapter, the idea of 
a reflection does provide the construction of a straightedge. You have only 
to fold a sheet of paper; the crease forms a straightedge. 

We have seen that the ruler and compass constructions can be associated 
with the field lEo The constructions that can be accomplished with the 
compass alone are also associated with lE, since the points that can be 
constructed are the same in either case. Can there be any doubt about 
what we should look at next? We want to know what constructions can be 
done with the ruler, without the compass. Is there a number field associated 
with the ruler constructions? 

There is a mistaken impression that there are no worthwhile construc­
tions that can be accomplished with the ruler alone. This is probably be­
cause of the following type of discussion, which argues that even a ruler con­
struction for finding the midpoint of two given points cannot exist. Assume, 
to the contrary, that there is such a construction. Then, since any construc­
tion must be finite, all the relevant points necessary for the construction 
must fit inside some large circle. Here we invoke the third dimension and 
incline the plane of this circle to a second plane, with all of the circle on 
one side of the second plane. From a point V as in Figure 4.1, project the 
construction for bisecting AB from the first plane to the second plane so 
that any point P in the circle in the first plane corresponds to a point pI 
in the second plane such that V,P,P' are collinear. Figure 4.1 shows only 
the plane section determined by V, A, and B. Lines of the construction 
are projected onto lines of the second plane. Think of Vasa light source 
and that the construction drawn on the first plane casts a shadow onto the 
second plane. So the assumed construction for the midpoint of segment AB 
in the first plane must go to a ruler construction for the midpoint of its 
image A' B', in the second plane. That is, the algorithm for obtaining the 
midpoint by drawing only lines in the first plane is followed in the second 
plane. However, there is a fly in the ointment. Midpoints of segments just 
do not generally get carried to midpoints of segments under the projection 
described. The method fails in the second plane. In Figure 4.1, the algo-
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rithm gives M' and not the midpoint of A' B'; the shadow construction 
does not work. The argument concludes that the assumed method in the 
first plane must also have been bogus. The reason for then concluding that 
there are no worthwhile ruler constructions is based on the misunderstand­
ing of the initial conditions allowed for ruler constructions. The properties 
of a starter set that is used as a reference may not be preserved under the 
projection. Hence, a construction may work in one plane, with the shadow 
construction failing in its plane because the shadow of the starter set may 
lack the properties of the starter set. 

A similar consideration argues that a ruler construction of a square or 
even of two perpendicular lines is impossible. You can hold a regular sheet 
of paper in the sunshine so that the right angle from one corner casts 
a shadow of any acute angle or of any obtuse angle. Thus, the shadow 
construction for a right angle in the plane of the floor that follows a ruler 
construction for a right angle in the plane of the paper necessarily fails. 
Without this failure of preserving angle measure under parallel projection, 
sundials would be impossible; the sun's rays are considered parallel for 
most practical purposes. While performing this shadow experiment, notice 
that the shadow of the rectangular sheet of paper is always a parallelogram 
and that a midpoint of a side of the rectangle casts a shadow that is the 
midpoint of the corresponding side of the shadow parallelogram. Parallel 
projection preserves parallels and bisected segments. We will have a starter 
set that immediately implies a known right angle and some known bisected 
segments. 

Suppose we are faced with a large sheet of paper and a ruler. We have 
an idea of what a ruler does. As usual, we leave nothing to chance and so 
must have a starter set in order to put down the ruler at all. It is clear 
that if only three noncollinear points are given, then we are at the end of 
all possibilities after drawing three lines. So we need at least the vertices 
of a quadrilateral to get off the ground. Then, if we can find the midpoints 
of the sides of this quadrilateral, we may as well suppose we are given the 
vertices of a parallelogram in our starter set. This follows from Varignon's 
Theorem: If P,Q,R,S are the midpoints of sides AB, BC, CD, DA of any 
quadrilateral OABCD, then OPQRS is a parallelogram. See Figure 4.2; 
the proof of Varignon's Theorem is left for Exercise 4.14. However, given 
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only the vertices of some parallelogram, we can then draw only six lines, first 
the four lines through the sides and then the two diagonals. We are then at 
a standstill. We want a theory that involves more than six lines. What can 
be done? One possibility is a five-point starter set. However, we will start 
with the four vertices (1,0), (0,1), (2,0), and (0,2) of a trapezoid. After 
some development, it will be seen with hindsight that this rather arbitrary 
choice for a starter set has been sufficiently generous. We are determined 
there be a construction theory for the ruler alone, and to accomplish this 
we have picked what turns out to be a convenient starter set. 

\Vith the starter set we have chosen, it is immediately obvious that (0,0) 
will be constructible. Hence, you might say that we are effectively starting 
with the vertices of an isosceles right triangle and the midpoints of its 
legs. It is more traditional to describe ruler constructions as "constructions 
with ruler and given square." Accept for the moment that our starter set 
will give both (0,0) and (1,1) as constructible points, and so we have the 
vertices (0,0), (1,0), (1,1), and (0,1) of a square. The "given square" is 
meant to imply that any intersection of the square and a constructed line 
is to be considered a constructed point. Bisected segments are provided by 
the diagonals of the square. However, as was pointed out above, starting 
with the vertices of a square leaves us with only six lines unless we have 
another point given. Even so, "constructions with ruler and given square" 
does describe the spirit of our theory. The vertices of a square and the 
midpoint of one side of the square would be a nice starter set. You may 
have correctly concluded that midpoints and parallels are important in the 
study of ruler constructions. You may be surprised to learn that they are 
so closely related to each other that you can't have one without the other, 
as we shall soon see. 

We suppose familiarity with the elementary theorems on proportion that 
deal with segments and parallel lines; these are illustrated in Figure 4.3, 
where a,b,c,d are lengths of segments and lines l,m,n are parallel. Before 
turning to the definitions for ruler constructions, we interject a theorem 
from elementary geometry that may not be familiar but is very useful here. 
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Theorem 4.1 (The Trapezoid Theorem). If AB and CD are distinct 
parallel lines with AD intersecting Be at E and with AC intersecting ED 
at F, then EF bisects AB and CD. 

Proof. There are three cases: A-D-E, D-A-E, and A-E-D. See Fig­
ure 4.4. In any case, let EF intersect AB at M and CD at L. Then 
6.AME '" 6.DLE and 6.BME '" 6.CLE. So AM/DL = ME/LE and 
ME/LE = BM/CL. Thus AM/BM = DL/CL. Also, L:.IAMF '" 6.CLF 
and 6.BMF '" 6.DLF. So AM/CL = MF/LF and'MF/LF = BM/DL. 
Thus AM/BM = CL/DL. Since DL/CL = AM/BM = CL/DL, then 
DL = CL and AM = BM. _ 

Corollary 4.2. If M is the midpoint of QR, point P is off QR with 
8-P-Q, !!!Jlments PR and 8M intersect at T, and QT intersects R8 at 
U, then PrJ II QR. 

Proof. By the Trapezoid Theorem, if the parallel to QR that passes through 
P intersects 8R at U', then QU', PR, and 8M are concurrent. See Fig­
ure 4.5. Hence, T is on QU'. So U' = U and PrJ II QR, as desired. _ 

If we start with parallel lines, then Theorem 4.1 gives a construction for 
bisecting segments on the lines. If we start with bisected segments on a 
line, then Corollary 4.2 gives a construction for lines parallel to the line. 

Q cf!::.::::::...-------O--------=="tl R 
M 

FIGURE 4.5. 



74 4. The Ruler 

"I (0,2) 

(0,1) 

(0,0) (1,0) 

FIGURE 4.6. 

(2,0) 

This second construction augments the catalog of ruler and compass con­
structions for Euclid 1.31 associated with Figure 1.12. 

The definition below is formed by taking Definition 2.1, which defines a 
ruler and compass point, and deleting all the references to the compass. In 
the same way, the proof of the next theorem is derived from the proof of 
Theorem 2.2. 

Definition 4.3. In the cartesian plane, a point is a ruler point if the 
point is the last of a finite sequence P1 ,P2,P3 , .•• ,Pn of points such that 
each point is in {(1,0), (0,1), (2,0), (0,2)} or is the intersection of two 
lines, each of which passes through two points that appear earlier in the 
sequence. A ruler line is a line that passes through two ruler points. A 
ruler circle is a circle through a ruler point with a ruler point as center. 
A number x is a ruler number if (x, 0) is a ruler point. 

Theorem 4.4. The intersection of two ruler lines is a ruler point. 

Proof. Suppose Z is a point of intersection of two ruler lines. Then there are 
ruler points P,Q,R,S such that Z is a point in the intersection of PQ and 
RS. Further, there is a sequence P1 ,P2, ... ,P; a sequence Ql,Q2, ... ,Q; a 
sequence R 1 ,R2 , ... ,R; and a sequence SI,S2, ... ,S such that each of the 
four sequences satisfies the condition of Definition 4.3. So the sequence 

must satisfy the condition. Hence, the sequence 

also satisfies the condition, and Z is therefore a ruler point by Defini­
tion 4.3 .• 

We need to know that there are some ruler points around. In particular, 
we shall want to know that there is a third ruler point collinear with any two 
ruler points. The starter set and Theorem 4.4 provide us with the following 
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lemma. You should duplicate Figure 4.6 by starting with the starter set 
and adding additional points as you follow the proof of the lemma. 

Lemma 4.5. Points (0,0),(1,0),(1,1),(0,1) are ruler points and the ver­
tices of a square. The midpoints of the sides of this square are ruler points. 
Every ruler line contains three ruler points such that one is the midpoint 
of the other two. 

Proof. The six lines determined by pairs of points in {( 1, 0), (0, 1), (2, 0), 
(0,2)} have equations X = 0, Y = 0, X + Y = 1, X + Y ,= 2, 2X + Y = 2, 
and X +2Y = 2. Hence (0,0) and (2/3,2/3) are ruler points. Then Y = X is 
a ruler line. So (1,1) and (1/2,1/2) are ruler points. Then X = 1 and Y = 1 
are ruler lines. So (1/2,1) and (1,1/2) are ruler points. Then X = 1/2 and 
Y = 1/2 are ruler lines. So (1/2,0) and (0,1/2) are ruler points. For the 
last part of the lemma, any line that does not intersect each of the parallel 
ruler lines X = 0, X = 1/2, and X = 1 must intersect each of the parallel 
ruler lines Y = 0, Y = 1/2, and Y = 1. In either case, the three points of 
intersection determine a bisected segment. _ 

It is confession time. When we need a point either off or on some con­
structed line in a proof of a construction, we can easily verify its existence 
by citing Lemma 4.5. In drawing a construction, we have likewise been 
meticulous in insisting that we are not allowed to pick an arbitrary point. 
Each point must be constructed by the rules. Yet, to someone looking over 
our shoulder it seems otherwise. This is because this uninvited intruder 
does not see that, at least in our mind's eye, we have the figure in Fig­
ure 4.6 as part of our construction. We know that it is "there," even when 
it is not there. This can be dangerous if not exercised with caution. We 
should stop to rationalize the mental construction of our apparently pick­
ing an arbitrary point, even though we do not actually execute the formal 
construction. We are not being dishonest when we do this; we are being 
justifiably lazy. 

As a consequence of the Trapezoid Theorem and its corollary we have 
a theorem that states a certain equivalence suggested by Figure 4.7. Note 
the figure is just a picture that may help you associate these two important 
concepts, namely midpoints and parallels. The details of this association 
are in the next theorem, which only restates the Trapezoid Theorem and 
its corollary under the assumption that the points given in the hypotheses 
are ruler points. 
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Theorem 4.6. The midpoint of two ruler points A and B is a ruler point 
if some other line parallel to AB is a ruler line. Conversely, if A,M,B,P 
are four ruler points with M the midpoint of A and B, then the line through 
P and parallel to fiB is a ruler line. 

Figure 4.8 illustrates both constructions related to Theorem 4.6. Given 
a ruler line parallel to fiB, there are ruler points P and Q on that line 
such that DAPQB is a trapezoid by Lemma 4.5. Then points R,S,M are 
determined in that order with M the desired midpoint of A and B. On the 
other hand, given ruler points A,M,B,P with M the midpoint of A and 
B and with P off AS, then by Lemma 4.5 there is a ruler point R on lIP 
that is distinct from A and P and such that MR lV BP. Then S and Q 
are determined in that order, and PQ is the desired parallel. These two 
constructions are fundamental to ruler theory. 

Theorem 4.7 (c/. Euclid 1.10 and 1.31). The midpoint of two ruler 
points is a ruler point. The line through a ruler point and parallel to a 
ruler line is a ruler line. 

Proof. We prove the second part first. Since every ruler line contains three 
ruler points such that one is the midpoint of the other two by Lemma 4.5, 
then the lines through a ruler point and parallel to a ruler line are ruler 
lines by the second part of Theorem 4.6. The first part of Theorem 4.7 is 
now a consequence of the first part of Theorem 4.6 .• 

Since a ruler line contains two ruler points and since the midpoint of two 
ruler points is a ruler point, it follows that a ruler line contains infinitely 
many ruler points. 

We next show that with the aid of Theorem 4.7 we can "add and sub­
tract" segments on one of two given parallel lines. This is the first of two 
theorems that are informally known as the Push-up-and-Pull-down Theo­
rems. In the First Push-up-and-Pull-down Theorem, segments on PQ are 
pushed up to congruent segments on a line parallel to PQ and then pulled 
down to congruent segments on PQ again. 
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Theorem 4.8. §:!Rpose P and Q are two ruler points. If A and B are two 
ruler points on PQ, then the point X on PQ such that P X = AB is a 
ruler point. 

Proof. Let C be a ruler point off PQ. (At least one of the points in the 
starter set is off PQ.) Let D be the ruler point that is the intersection of 
the ruler line through C that is parallel to PQ and the ruler line through 
B that is parallel to ~. So DACDB is a parallelogram. See Figure 4.9. If 
D and Q are on the same side of CP, then let X be the intersection of PQ 
and the ruler line through D that is parallel to CP. In this case, DPCDX 
is a parallelogram. If D and Q are on opposite sides of CP, then let X be 
the intersection of PQ and the ruler line through C that is parallel to DP. 
In this case, DXCDP is a parallelogram. In either case, X is a ruler point 
on PQ and AB = CD = PX, as desired. _ 

By pushing up segments on the X -axis to congruent segments on the line 
with equation Y = 1 and pulling them back down to congruent segments 
on the X -axis again, we have the following corollary. 

Corollary 4.9. Ifp and q are ruler numbers, then p+q and p-q are ruler 
numbers. 

The "multiplication and division" of segments will follow from the Second 
Push-up-and-Pull-down Theorem, which constructs a fourth proportional. 
In Figure 4.10, segments OA and OB are pushed up to proportional seg­
ments DE and DG through point F and then these segments are pulled 
down from point H to proportional segments OC and OX. 

Theorem 4.10 (c/. Euclid VI.12). Suppose 0 and A are distinct ruler 
points. If ruler points Band C on vA are distinct from 0, then the point 
X on oA such that OA/OB = OC/OX is a ruler point. 

Proof. Let D be a ruler point off (JA. The line through D and parallel 
to OA is a ruler line. Since this line contains at least three ruler points 
different from D by Theorem 4.7, then there is a ruler point E on this line 
such that AE {t 0Jj and CE {t DD. Then, as in Figure 4.10, let X be 
defined by 
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Therefore X is a ruler point. Recalling Figure 4.3b, we see that OA/OB = 
DE/DC = OC/OX, as desired. _ 

Corollary 4.11. If p,q,r are ruler numbers and r -=I- 0, then pq and p/r 
are ruler numbers. 

Proof. In the theorem we have OX = (OB)(OC)/OA. Suppose p,q,r are 
positive. Taking 0 = (0,0), A = (1,0), B = (p,O), and C = (q,O) in the 
theorem, we have OX = pq and so pq is a ruler number; taking 0 = (0,0), 
A = (r,O), B = (p, 0), and C = (1,0) in the theorem, we have OX = p/r 
and so p/r is a ruler number. The corollary now follows since we know that 
-x is a ruler number if x is a ruler number by Corollary 4.9. _ 

We come now to the principal theorem of ruler construction theory. 

Theorem 4.12. A point is a ruler point iff the coordinates of the point 
are rational numbers. 

Proof. Point (1,0) is a ruler point. Hence (n,O) is a ruler point for any 
integer n by Corollary 4.9. By Corollary 4.11, then (m/n,O) is a ruler 
point for any integers m and n with n -=I- O. So (r,O) is a ruler point for 
any rational number r. The Y-axis is a ruler line. That (0, r), which is the 
intersection of the Y-axis and the line through (r,O) that is parallel to the 
ruler line with equation X + Y = 1, is then a ruler point for any rational 
r follows from the part of Theorem 4.7 that corresponds to Euclid 1.31. 
By the same theorem, the line with equation X = r, which passes through 
(r, 0) and is parallel to the Y-axis, and the line with equation Y = s, which 
passes through (0, s) and is parallel to the X-axis, are ruler lines for any 
rational numbers rand s. If rand s are rational numbers, then the ruler 
lines with equations X = rand Y = s intersect at a ruler point. Therefore, 
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(r, s) is a ruler point for any rational numbers rand s. The converse is left 
for Exercise 4.6: If (r, s) is a ruler point, then both rand s must be rational 
numbers. _ 

Corollary 4.13. The field of ruler numbers is Q. 

In the proof of Theorem 4.12, we "rotated" the point (r,O) through an 
angle of 90° to the point (0, r). Do you think we can rotate a segment 
through an angle of 45° with a ruler? Let A = (0,0) and B = (1,1). 
So AB = )2. If we could rotate AB clockwise 45° about(O,O), then we 
could construct the point ()2, 0) with the ruler. However, we know this is 
impossible since )2 is not a rational number. We can rotate AB through 
the 45° angle but not AB. It is possible that AB is not a ruler number 
even though both A and B are ruler points. 

By using the algebra of the rationals, we can now tell exactly what con­
structions are possible with the ruler alone. For one example, consider the 
analogues to Euclid 1.11 and 1.12, which ask for the construction of per­
pendiculars to a given line from a given point on the line and from a given 
point off the line. In Exercise 4.7, you are asked to find the equation of 
the perpendicular from ruler point (p, q) to the ruler line with equation 
aX + bY + c = O. From this algebra, we find the perpendicular has an 
equation with rational coordinates. The next theorem then follows easily. 

Theorem 4.14 (c/. Euclid 1.11 and 1.12). The perpendicular through 
a ruler point to a ruler line is a ruler line. 

Of course the algebraic argument above does not tell you how to find 
a nice construction for such a perpendicular, merely that there is some 
construction. After spending a little time thinking about how to do this 
problem, you may appreciate the following construction. We suppose we 
have square DABC D and want to construct the perpendicular from given 
point P to given line l. Let Q be the center of the square. Without loss of 
generality, we may suppose the line through Q that is parallel to I intersects 
AB at R. See Figure 4.11. Let B be the intersection of CD and the line 
through R that is parallel to AD. So AR = DB. Let T be the intersection 
of BC and the line through B that is parallel to the diagonal BD. So 
DB = BT. Hence, AR = BT. Considering the rotation about Q that 
sends A to B, we see that QR is rotated 90° onto QT. In other words, 
QT ..L Q R. Hence the line m through P that is parallel to QT is the 
desired perpendicular to l. Undoubtedly this construction is enjoyed more 
when you do not actually have to construct all those parallels with a ruler 
alone. In any case, you should enjoy reading through the construction. 

Since our starter set allows us to construct parallels and perpendicu­
lars with the ruler, we can also copy angles. This is another construction 
that is enjoyed best by only reading through it and not actually making 
a construction drawing. You will want to make your own sketch though, 
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drawing parallels and perpendiculars freehand. Given VA and L.PQR, we 
want to construct point X such that L.A V X ~ L.PQ R. We may suppose 
L.PQR is not a right angle as then the problem reduces to constructing a 
perpendicular. (See Exercise 4.13 for doubling an angle.) Construct Band 
C such that VB II PQ and va II {JR. Then either L.BVC or a supplemen­
tary angle is congruent to L.PQR. By using parallels, we have been able to 
reduce the problem to rotating L.BVC about its vertex. Since we can con­
struct perpendiculars, we may su~se C is such that Be ..l va without 
loss of generality. If either one of Ell or va is perpendicular to VA, then 
the perpendicular to the other at V will finish the problem. Hence, since 
vertical angles formed by intersecting lines are congruent, we may as well 
also suppose A is such that Bit ..l VA. See Figure 4.12. Construct D, the 
foot of the perpendicular through V to AG. Points V,A,B,C are concyclic. 
(Points A and C are on the circle with diameter VB by the converse of the 
Theorem of Thales.) So, L.V BC and L.V AC are congruent or supplemen­
tary. Since L.V AC and L.V AD are equal or supplementary, then L.BVC 
and L.A V D are congruent or supplementary. One of the cases X = D or 
X such that D-V-X will finish the problem and complete a construction 
for Theorem 4.15. 

B 

~B 
V A 

(a) 

FIGURE 4.12. 
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Theorem 4.15 (c/. Euclid 1.23). If P,Q,R are noncollinearrulerpoints 
and if V and A are two ruler points, then there is a ruler point X such 
that LAVX ~ LPQR. 

With a ruler we can copy angles but, in general, we cannot copy segments. 
In the next chapter we shall have a tool that copies segments. 

Exercises 

4.1. Make construction drawings for the two constructions needed for The­
orem 4.6.0 

4.2. Starting with only the seven points that are given in Figure 4.13 where 
DABC D is a parallelogram, give a ruler construction for the line through 
P and parallel to Z.O 

p 
o 

D 

FIGURE 4.13. 

4.3. Given the vertices of trapezoid DABCD with AB II CD, make a 
construction drawing for a ruler construction of point E such that A is the 
midpoint of E and B and of point F such that B is the midpoint of E and 
F. 

4.4. Make construction drawings to illustrate Corollary 4.9. 

4.5. Make construction drawings to illustrate Corollary 4.11. 

4.6. Prove the "only if" part of Theorem 4.12: The coordinates of a ruler 
point are rational.O 

4.7. Find an equation of the perpendicular from ruler point (p, q) to the 
ruler line with equation aX + bY + c = 0.0 

4.8. State the steps in a ruler construction corresponding to Euclid 1.46: 
Construct a square with a given segment as one side. 0 
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4.9. Show that every right angle that can be constructed with a ruler can 
be bisected with a ruler but not every angle that can be constructed with 
a ruler can be bisected with a ruler.O 

4.10. Suppose 0 < x < 90. Prove that some angle of XO can be constructed 
with a ruler iff tanxO is in Q.O 

4.11. Show that it is impossible to construct an equilateral triangle with 
a ruler.O 

4.12. Suppose A and B are ruler points. Show that the point P on AB 
such that AP = 1 is not necessarily a ruler point.O 

4.13. Show the image of a ruler point under the reflection in a ruler line is 
a ruler point. Show that a given acute angle can be doubled with the ruler 
alone.O 

4.14. Prove Varignon's Theorem.O 

4.15. Give another starter set for Definition 4.3 that still produces Theo­
rem 4.12.0 

4.16. If the vertices of l:,.ABC are ruler points, then show that the centroid, 
the circumcenter, and the orthocenter of the triangle are ruler points. (The 
orthocenter of a triangle is the point of concurrence of the three altitudes 
of the triangle.) 0 

4.17. Show that the ruler line with equation Y = X and the ruler circle 
with equation X 2 + y2 = 1 do not intersect at ruler points. Show that 
there are no ruler points on the circle with equation X 2 + y2 = 3.0 

4.18. Suppose that A and B are ruler points and that tanxO is rational 
with 0 < r < 90. Is there a ruler point C such that mL.CAB = x?O 

4.19. Give a ruler construction for the trisection of OP, where 0 = (0,0) 
and P = (a,O) with a in Q.O 

4.20. Suppose the five ruler points A,B,C,D,E are on one circle. Suppose 
F is a ruler point. Give a ruler construction for the intersection of EF and 
the circle. 0 



5 
The Ruler and Dividers 

A ruler is used to draw lines. A dividers is used to carry distances. Both 
are everyday tools used by a drafter. If you have seen what looked like a 
compass with two points and no place for a pencil, that was a dividers. 
As a compass is sometimes called a pair of compasses, a dividers is often 
called a pair of dividers. Given points A,B,C,D with A 1f B, the dividers 
is used to construct the point P on AB such that AP = CD. Therefore, 
with the dividers we can copy segments. Can we swing the dividers with 
one end on a point until the other end comes to rest on a given line? No, 
only because it is against the rules here; we call the tool that does that a 
compass. Knowing the allowed use of the dividers, you should expect the 

G. E. Martin, Geometric Constructions
© Springer-Verlag New York, Inc. 1998
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definition below. For practice in formulating these definitions, you should 
write down the definition of a ruler and dividers point before you read any 
further. 

Definition 5.1. In the cartesian plane, a point is a ruler and dividers 
point if the point is the last of a finite sequence P1 ,P2 , ••. ,Pn of points 
such that each point is in {(I, 0), (0,1), (2,0), (0, 2)} or is obtained in one of 
two ways: (i) as the intersection of two lines, each of which passes through 
two points that appear earlier in the sequence; and (ii) as the point P on 
AB such that AP = CD where A,B,C,D are points that appear earlier in 
the sequence with A f= B. A ruler and dividers line is a line that passes 
through two ruler and dividers points. A ruler and dividers circle is a 
circle through a ruler and dividers point with a ruler and dividers point as 
center. A number x is a ruler and dividers number if (x, 0) is a ruler 
and dividers point. 

There is no question that all ruler points are ruler and dividers points. 
There is a question about the ruler constructions being valid when a larger 
set of points is used. Technically, we are required to prove new analogues 
to Euclid I.1O, I.11, I.12, and I.31, as well as the Push-up-and-Pull-down 
Theorems and whatever else we may want from the preceding chapter, 
with the larger set of ruler and dividers points in place of the ruler points 
in the statements of the theorems. We are not going to do that, however. 
The statements of the theorems are changed, but the proofs are essentially 
unchanged. This might be a good time to review the ruler constructions 
to see that they do carryover. For example, the same constructions that 
show the set of ruler numbers forms a field will show the larger set of ruler 
and dividers numbers also forms a field. We shall simply suppose all the 
theorems of the preceding chapter with the necessary changes required to 
modify them so that they apply here. We suppose you could provide a proof 
for any of the statements collected in Theorem 5.2. 

Theorem 5.2. The intersection of two ruler and dividers lines is a ruler 
and dividers point. If A,B,C,D are ruler and dividers points with A f= B, 
then the point P on AB such that AP = CD is a ruler and dividers point. 
The midpoint of two ruler and dividers points is a ruler and dividers point. 
The line through a ruler and dividers point and parallel to a ruler and 
dividers line is a ruler and dividers line. The perpendicular through a ruler 
and dividers point to a ruler and dividers line is a ruler and dividers line. 
The ruler and dividers numbers form a field. 

You can imagine what a rusty dividers is. Given two points A and B, the 
rusty dividers is used to construct the point P on AB such that AP = 1. 
The rusty dividers also has the less colorful names gauge and scale. 

Another construction tool is the angle bisector. Needless to say, the idea 
behind the angle bisector is to bisect a given angle. This, by the way, is a 
tool that is easily made. The angle bisector, illustrated in Figure 5.1, is just 
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~----------
FIGURE 5.l. 

a square with pivots at the vertices. When the angle bisector is inserted 
in an angle, one of its diagonals determines the desired angle bisector; 
the principle is that the diagonals of a rhombus bisect the angles of the 
rhombus. So, given LAV B, this angle bisector tool constructs t~oint P 
such that OPQV R is a unit rhombus with Q on VA and R on VB. 

The last of the construction tools to be introduced here is, believe it 
or not, the cannon. See Figure 5.2. This cannon cannot be moved, except 
to rotate about its center, and always shoots the cannon ball the same 
distance. The cannon sits at the origin and is aimed along a given ray from 
the origin to determine the point on the ray that is a unit distance from the 
origin. The cannon is a rusty dividers with one of its points always restricted 
to the origin. Perhaps the rusty dividers should be called a portable cannon. 
In any case, with 0 = (0,0) and another given point A, the cannon is used 
to construct the point P on oil such that OP = 1. 

Ruler and dividers constructions are among those discussed in Hilbert's 
Foundations of Geometry. This book has had a strong influence on 
twentieth-century mathematics, and David Hilbert (1862-1943) is gener­
ally considered the greatest mathematician of the twentieth century. In the 
history of geometry, only Elements by Euclid and Geometry by Descartes 
have been more influential than Foundations of Geometr-y by Hilbert. 

By now you should be very familiar with the format of our definitions; 
if not, you will be after doing Exercise 5.1. 

Definition 5.3. The definitions of a ruler and rusty dividers point, 
a ruler and rusty dividers line, a ruler and cannon point, a ruler 
and cannon line, a ruler and angle bisector point, and a ruler and 
angle bisector line are left for Exercise 5.1. 
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If someone tells you how a wheelbarrow could be used in geometric con­
structions, you should know how to define a ruler and wheelbarrow point 
by the time you have finished Exercise 5.1, which you should do before 
reading the following theorem. From Theorem 5.4, it is clear why we are 
studying all these tools at once. 

Theorem 5.4. The following are equivalent: 

1. Point P is a ruler and dividers point. 

2. Point P is a ruler and angle bisector point. 

3. Point P is a ruler and cannon point. 

4. Point P is a ruler and rusty dividers point. 

Proof. (1 =} 2) We want to show that any point constructed with ruler 
and dividers can be constructed with ruler and angle bisector. We need to 
show that given points A,B,C,D with A i- B then point P on JIB such 
that AP = CD can be constructed with ruler and angle bisector. We may 
suppose C i- D, as otherwise P = A. If AB II CD , then P is constructed 
with the ruler alone by drawin~rallelograms as in the First Push-up-and­
Pull-down Theorem. If AB ..l VI5, the perpendiculars through C and D to 
the angle bisector of one of the right angles formed by AB and CD intersect 
AB in two points C' and D' such that C'D' = CD and we are back to the 
previous case. (So far thc angle bisector has not been necessary since we can 
bisect a right angle with a ruler, although we cannot bisect a general angle.) 
\Ve suppose now that AB and CD are neither parallel nor perpendicular. 
If A = C, let E = D. If Ai- C, point E is constructed with the ruler alone 
so that DACDE is a parallelogram with E off AB. See Figure 5.3. By 
our hypothesis, the angle bisector of L.EAB can be constructed. Then the 
perpendicular from E to the angle bisector is constructible with the ruler 
alone. The intersection of JIB and the perpendicular to the angle bisector 
is the desired point P, since AP = AE = CD. 

(2 =} 3) This time we must construct a particular point on the angle 
bisector of given angle L.AV B by using the ruler and cannon. See Figure 5.4. 
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With 0 = (0,0), let C and D be points on the unit circle such that OC II 
VA, aD II vB, and LCO D ~ LAV B. Lines DC and 0Jj are constructible 
with the ruler alone. Then the points C and D are determined by the 
cannon. The point E such that DECOD is a parallelogram is constructible 
with the ruler. So OJ!; bisects LCOD and DECOD is a unit rhombus. If 
V,O,E are not collinear, then point P such that DVOEP is a parallelogram 
is also constructible with the ruler alone. So vP bisects LAVB, and P is 
such that there exists a point Q on VA and a point R on vB such that 
DPQV R is a unit rhombus. (Note that we do not need to construct the 
points Q and R, although we could if we wanted to. This part of the proof 
may have to be altered to conform to your definition of a ruler and angle 
bisector point as given in Exercise 5.1.) Finally, if V,O,E are collinear, 
then the desired point P can be obtained with the ruler alone by the First 
Push-up-and-Pull-down Theorem. 

(3 =} 4) and (4 =} 1) are trivial. _ 

We introduce a symbol for the field of ruler and dividers numbers, which 
are sometimes called pythagorean numbers for a reason that will soon be­
come apparent. 

Definition 5.5. The field of ruler and dividers numbers is denoted by JED. 

Theorem 5.6. If a,b,c are in JED with c -# 0, then 

a + b, a - b, ab, a/ c, J a2 + b2 

are in JED. If P and Q are ruler and dividers points, then PQ is a ruler and 
dividers number. 

Proof. The four arithmetic terms come from the ruler theory; we have 
already stated that JED is a field. It is the presence of the radical that requires 
proof. If a and b are ruler and dividers numbers, then ( a, b) is a ruler and 
dividers point P. Let 0 = (0,0) and U = (1,0). Then there is a ruler 
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and dividers point X on au such that OX = OP. Since OP = Ja2 + b2 , 

then X = (J a2 + b2 , 0) and the radical is in lP'. The second statement in 
the theorem now follows from the familiar formula J(c - a)2 + (d - b)2 
for the distance between the two points ( a, b) and (c, d) in the cartesian 
plane. _ 

We know that Q c lP' <;: IE c R Every ruler and dividers number is 
a ruler and compass number. To show the converse, we would need to 
show that every ruler and compass point is a ruler and dividers point. The 
converse, however, turns out to be false. We shall see that IE is larger than 
lP'. A number in lP' is also i~ IE and, therefore, is in an iterated quadratic 
extension of Q. However, each of these quadratic extensions is of a special 
kind. Let's take a closer look. 

It is algebraically easier to look at the ruler and dividers points as ruler 
and cannon points. So, suppose P is a ruler and cannon point. We will 
mimic the proof of Theorem 2.15, which shows that a ruler and compass 
point has coordinates in an iterated quadratic extension of Q. From the 
definition of a ruler and cannon point, we see that P must be the last of a 
sequence Pl ,P2 , ... ,Pn of points, each of which is in {(I, 0), (0,1), (2,0), 
(0,2)} or is obtained in one of two ways: (i) as the intersection of two lines, 
each of which passes through two points that appear earlier in the sequence; 
and (ii) as the point P on OA such that OP = 1 where 0 = (0,0) and A is 
a point that appears earlier in the sequence with A =1= O. By the sequence 
of lemmas preceding Theorem 2.15, we can associate PI with the rationals 
and observe that each point Pi for i > 1 can be associated with a field Fi 
such that the coordinates of Pi are in Fi and such that Fi is either equal to 
Fi - I or else is a quadratic extension of Fi - I . If Pi is obtained by (i) above, 
then Fi = Fi- l . Suppose Pi is determined by (ii) above with A = (a, b). 
Then Pi is (ajJa2 + b2, bjJa2 + b2 ). If a2 + b2 is a square in Fi - I , then 
the coordinates of Pi are in Fi- I and Fi = Fi- l . However, if a2 + b2 is not 
a square in F i - l , then the coordinates of Pi are in a quadratic extension of 
Fi- l and Fi = Fi_ I (Ja2 + b2 ). We conclude that every ruler and dividers 
number is in an iterated quadratic extension of Q, where all the quadratic 
extensions are of a special type. Before stating our conclusion, we need a 
definition of this special type of quadratic extension. 

Definition 5.7. If x and yare elements of field F but x 2 + y2 is not a 
square in F, then F( "';x2 + y2) is a pythagorean extension of F. If 
Fi+! is a pythagorean extension of Fi for i = 1,2, ... ,n - 1, then each of 
Fl ,F2 , ... ,Fn is an iterated pythagorean extension of Fl. A field is 
pythagorean if every sum of squares in the field is a square in the field. 

By the argument preceding the definition, every ruler and dividers num­
ber is in an iterated pythagorean extension of the rationals. By Theo­
rem 5.6, every number in an iterated pythagorean extension of Q is in lP'. 
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Therefore, we have already proved the following important theorem, which 
characterizes the coordinates of the ruler and dividers points. 

Theorem 5.8. A real number is a ruler and dividers number iff the num­
ber is an element of an iterated pythagorean extension of Q. 

There are quadratic extensions that are not pythagorean extensions. We 
can check the answer to Exercise 4.17 in The Back of the Book to find 
an argument that shows there are no rational numbers :r and y such that 
x 2 + y2 = 3. Hence, Q( y'3) is a quadratic extension of Q that is not 
a pythagorean extension of Q. This is not to say that y'3 is not in JII'. 
Since 2 = 12 + 12, then Q( y'2) is a pythagorean extension of Q. Since 
3 = (y'2)2 + 12, then Q( y'2, y'3) is a pythagorean extension of Q( y'2). So 
y'3 is in the iterated pythagorean extension Q( y'2, y'3) of Q and therefore 
in JII'. 

As lE is the union of all iterated quadratic extensions of Q, so JII' is the 
union of all iterated pythagorean extensions of Q. Note that va2 + b2 = 
±aJ(1 + (b/a)2 if a -1= o. Thus, as lE is obtained from the rationals by 
repeated application of the five operations +, -, x, -;-, and V, so JII' is 
obtained from the rationals by repeated application of the five operations 
+, -, x, -;-, and J(l + ( )2). Field lE is pythagorean since a sum of squares 
is positive or zero. It is certainly not obvious that JII' and lE are distinct. 

Theorem 5.9. Field JII' is a pythagorean field. 

Proof. By Theorem 5.6, field JII' is such that if x and yare in JII', then 
J(x2 + y2) is in JII'. Thus we need show only that "every sum of squares" 
in the definition of a pythagorean field above is equivalent to "every sum 
of two squares." This follows from the identities 

Ic2+C2+C2- /lc 2+C 22 +C 2 VI 2 3-VVI 2 3' 

V Cf + ci + cl + cl = J V Cf + ci + cl 2 -+ cl, 

. Ic2 + c2 + c2 + c2 + c2 _ . / Ic2 + c2 + c 2 + 1'2 2 + c 2 V I 2 3 4 5 - V V I 2 3 '4 5 , 

V cf + ci + ... + Cr7-1 + c~ = J V Cf + ci + ... + Cr7-1 2 + c~. 
Hence JII' is pythagorean. _ 

As lE is the smallest euclidean field, so JII' is the smallest pythagorean 
field. We now set out to prove that JII' and lE are distinct. 

In case there is a question, a square in a field F is considered to be a 
sum of squares in F; we can write a2 = a2 + 02 . Not only are sums and 
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products of sums of squares in a field F sums of squares in F, but, perhaps 
surprisingly, a quotient of sums of squares in a field F is a sum of squares 
in F. The following examples from IQl precede the general theorem: 

(22 + 32) + (52 + 72 ) = 22 + 32 + 52 + 72, 

(22 + 32) X (52 + 72) = 2252 + 2272 + 3252 + 3272 

= 102 + 142 + 152 + 212, 

(22 + 32) ...;- (52 + 72) = [(22 + 32)(52 + 72 )][1/(52 + 72)2] 

= (10/74)2 + (14/74)2 + (15/74)2 + (21/74)2. 

If a and b are positive integers, then the rational alb can always be written 
as the sum in Q of ab squares, each of which is (1/b)2. 

Theorem 5.10. If x,y,z are sums of squares in field F and z =1= 0, then 

x + y, xy, and x/z 

are sums of squares in F. 

Proof. The result is clear for sums and products. Since x/z = [xz][(1/z)2], 
then the quotient x / z of sums of squares in F is a product of two sums of 
squares in F and so a sum of squares in F .• 

Every nonnegative number in IQl is a sum of squares. This is generally not 
the case for a field. Of course, none of the numbers 5 - 16V2, -5 - 16V2, 
3 - 40V2, and - V2 can be a sum of squares in Q( V2) because no negative 
number can be a sum of squares in R The next theorem will prove that 
therefore none of the corresponding positive numbers 5+ 16V2, -5+ 16V2, 
3 + 40V2, and V2 can be a sum of squares in 1Ql( V2). 

Theorem 5.11. Suppose x,y,d are in field F, d > 0, but Jd is not in F. 
Then x + yJd is a sum of squares in F( Jd) iff x - yJd is a sum of squares 
in F( Jd). 

Proof. Suppose x + yJd = L (Xi + YiJd)2. So 

X + yJd = L (xl + yld + 2XiyiJd) = [L (Xi2 + y?d)] + [2 L XiYi]Vd. 

Then y = 2 L. XiYi, since Jd is not in F, and so x = L. (x? +y?d). Hence, 
x - yJd = L. (Xi - YiJd)2, as desired. The converse follows by changing 
the sign of y .• 

Corollary 5.12. Suppose X,y,d are in field F, x ::; 0, y =1= 0, d > 0, but 
Jd is not in F. Then x + yJd is not a sum of squares in F(Jd). 

Proof. Since one of the numbers x + yJd and x - YVd is negative and 
therefore cannot be a sum of squares even in lR, then neither of the numbers 
is a sum of squares in F ( Jd ) .• 
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The corollary can also be proved without reference to the theorem, since 
L (xl + y?d) cannot be negative. The next theorem is the key proposition 
in showing that lP' "I- lE. 

Theorem 5.13. If G is a pythagorean extension of field F and number z 

in F is a sum of squares in G, then z is a sum of squares in F. 

Proof. Let G = F( v'd). Suppose z is in F and is a sum of squares in G. 
Then, since v'd is not in F, there are Xi and Yi in F such that 

z = z + OVd = L (Xi + yiVd)2 = [L (xl + y?d)] + [2 L xiydVd 

= L (xl + y?d). 

Because d is a sum of squares in F, then L (xl + y?d) is a sum of squares 
in F by Theorem 5.10. So z is a sum of squares in F .• 

Theorem 5.14. If G is an iterated pythagorean extens:ion of field F and 
number z in F is a sum of squares in G, then z is a sum of squares in F. 

Proof. The theorem follows by repeated application of the preceding theo­
rem, starting at the top of a tower of pythagorean extensions and working 
down to F .• 

This theorem can be recast into the following language. A pythagorean 
number "lives" in lP'. If you are a pythagorean number that lives in a tower 
of iterated pythagorean extensions of field F, then you were either born a 
sum of squares (i. e., you were a sum of squares on the floor on which you 
first appeared) or else you have no chance of becoming a sum of squares 
later in life on some higher floor of the tower. In this analogy, a number 
lives on the floor it was born and every floor above in this tower. Although 
a pythagorean number is born and lives in many towers, any two can be 
combined, in the sense of Exercise 5.15, into one tower. Therefore, wherever 
a pythagorean number is born it is a sum of squares at birth or else is not a 
sum of squares in any other tower or even in lP'. The Pythagorean numbers 
seem to live in a very aristocratic world with respect to becoming a sum of 
squares. 

Theorem 5.15. lP'"I- IE. 

Proof. Number 1 + V5 is in both lP' and IE since 5 = 12 + 22. Clearly, 

VI + V5 is in IE. Assume VI + V5 is also in lP'. Then 1 + V5 is a sum of 
two squares in some iterated pythagorean extension Q( .;;r;, vcr;, ... ,.;cr;;) 
of Q. Let Go = Q( V5). We define the field G i for i = 1,2, ... ,n as follows. 
Let G; be the pythagorean extension G i - 1 ( va:) of G;-l unless vrr: is 
already in G i - 1 , in which case let Gi = G i - 1 . Since Q(Vdl' vcr;, ... ,vrr:) 
is a subset of G i for i = 1,2, ... ,n, then 1 + V5 is a sum of squares 
in the iterated pythagorean extension Gn of Go. By Theorem 5.14, then 
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1 + v5 is a sum of squares in Go. Since Go = Q( v5), we now have the 
contradiction that the negative number 1-v5 is a sum of squares in Q( v5), 
by Theorem 5.11. Therefore, )1 + v'5 is in lE but not in lP' .• 

In the proof above we could have used V2 in place of 1 + v5 and argued 
that \Y2 is in lE but not in lP'. After you have studied the proof, Corol­
lary 5.12 should easily provide many possible positive numbers that are 
not sums of squares at birth and whose square roots therefore live in lE but 

not in lP'. For example, )-2 + 2V2 is in lE but not in lP'. 
Although segments of length 1 and -1 + V2 can be constructed by ruler 

and dividers, it takes the power of a compass to construct a segment of 

length )-2 + 2V2. See Figure .5.5. From this same figure, we can see 
that knowing how to construct a segment the length of the cosine of an 
angle is not sufficient for constructing the angle with ruler and dividers. 
Constructing the tangents to a circle from a point outside the circle is 
generally impossible with ruler and dividers. For example, if A = (0,0), 
B = (-1 + V2,0), and P = (1,0), then the tangent to AB that passes 
through P cannot be constructed with ruler and dividers. 

We turn next to a famous ruler and compass construction problem. As we 
will see, the problem can be solved with ruler and dividers. See Figure 5.6. 

Malfatti's Problem. Inscribe in a given triangle the three circles such 
that each circle is externally tangent to the other two and each circle is 
tangent to two sides of the triangle. 

In 1803, Professor Gianfrancesco Malfatti (1731 ~ 1807) of the University 
of Ferrara posed the following question: Given a triangular prism of any 
sort of material, such as marble, how shall three circular cylinders of the 
same height as the prism and of the greatest possible volume be related to 
one another in the prism and leave over the least possible amount of mate­
rial? This question reduces to the plane construction problem that we will 
refer to here as the marble problem: How do you cut three circles from a 
given triangle so that the sum of the areas of the three circles is maximized? 
Malfatti was only the first to assume that what has come to be called Mal­
fatti's Problem and the marble problem have the same solution for a given 
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FIGURE 5.6. 

triangle. In spite of the popularity of Malfatti's Problem, it was not until 
1929, which was over 125 years after the problem was first published, that 
Lob and Richmond pointed out that for an equilateral triangle the solution 
to the marble problem is suggested by Figure 5.7 and not Figure 5.6. Even 
more surprising, the American geometer Michael Goldberg showed in 1967 
that for a given triangle the Malfatti's Problem and the marble problem 
never have the same solution. In each of the triangles in Figure 5.7, the 
first circle is taken as the inscribed circle of the given triangle; a second 
circle is then inscribed in the smallest angle of the triangle and externally 
tangent to the first circle; and a third circle is then appropriately inscribed 
in the same angle or the next larger angle of the triangle, whichever allows 
the larger circle. Goldberg showed that for any triangle this construction 
gives three circles with larger total area than that given by the three circles 
that solve Malfatti's Problem for the same triangle. Analytic conditions for 
the solution to the marble problem can be found in the 1994 paper by Zal­
galler and Los'. Constructions for Figure 5.7 are easy, but a construction 
for Figure 5.6 is far from trivial. 

In 1826, Professor Jacob Steiner (1796-1863) of the University of Berlin 
published a singularly simple solution to Malfatti's Problem. The construc­
tion by this great geometer, who was born the son of a Swiss farmer, stimu-

FIGURE 5.7. 
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lated interest in the problem because his construction was published with­
out a proof. Such is also the case here. See Exercise 5.20. 

In solving Malfatti's Problem, we will use over and over again the fact 
that the tangents from a point outside a circle to the circle are congru­
ent. The notation is given in Figure 5.8. Points D,E,F are the feet of the 
perpendiculars to the indicated sides from I, the incenter of given ~ABC. 
Then r = I D = IE = IF, where r is the radius of the inscribed circle. 
Points X,Y,Z are the centers of the desired circles, which have radii a,b,c. 
Let s = AE = AF, t = BF = BD, and u = CD = CEo Let X,y,z be the 
lengths of the tangents to the adjacent circles from the vertices of ~ABC. 
Let P and Q be on AB such that x = AP and y = BQ. 

Since PQ = J(a + b)2 - (a - b)2 = 2v(1b, then we can rewrite the equa­

tion AB = AP+PQ+QB as s+t = x+2v(1b+y. Now, a/x = r/s since 
~XPA cv ~IFA and, likewise, b/y = r/t. So ab = r2(xy/st). Then, we 
rewrite the equation above again, this time as the first of the following 
three equations: 

x + y + 2r J xy / st = s + t, 

Y + z + 2rJyz/tu = t + u, 

z + x + 2rJzx/us = u + s. 

The second and third of these equations follow by symmetry. We note that 
r,s,t,u are ruler and dividers numbers determined by ~ABC and that the 
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problem is solved once x,y,z are found. Fortunately, Malfatti solved these 
three equations for us and got 

2x = 8 + t + u - r + Vr2 + 82 - Vr2 + t2 - y/r2 + u 2, 

2y = 8 + t + u - r - Vr2 + 82 + Vr2 + t2 - y/r2 + u 2, 

2z = 8 + t + u - r - vr2 + 8 2 - vr2 + t2 + vr2 + u2 . 

All we have to do is convince ourselves that there is a unique solution to the 
problem and check that Malfatti's solution does work. \Ve also have to note 
the somewhat surprising property that x,y,z are ruler and dividers num­
bers. Thus, Malfatti's Problem is solvable with ruler and dividers! A little 
more algebra yields another form of the solution. Since I A = v'r2 + 8 2 , 

IB = v'r2 + t2, IC = v'r2 + u 2, and 8 + t + u is half the perimeter of 
6ABC, we let 2m = IA + IB + IC + r - (AB + BC + CA)/2 and get 

Exercises 

x=IA-m, 

y=IB-m, 

z = IC-m. 

5.1. Give all the definitions required for Definition 5.3. <> 

5.2. Explain in detail why a euclidean field is a pythagorean field.O 

5.3. Give a ruler and dividers construction corresponding to Euclid 1.31.0 

5.4. Give a ruler and rusty dividers construction corresponding to Eu­
clid 1.9, which asks for the angle bisector of a given angle.O 

5.5. With the hint that the altitudes of a triangle are concurrent, give a 
ruler and rusty dividers construction for a perpendicular to given line l.O 

5.6. Show Q( v0) is a subset of lP'; show Q(.j7f2) is a subset of lP'.0 

5.7. Show that any quadratic extension of Q is a subset of lP'.0 

5.8. Suppose point C is given off AB. Sketch a ruler and dividers con­
struction for the quinquesection of AB. Sketch a ruler and rusty dividers 
construction for the trisection of AB.O 

5.9. With A,B,C,D ruler and dividers points, show that the points in the 
intersection of AB and AD are ruler and dividers points" that the points in 
the intersection of AB and ED are ruler and dividers points, but that the 
points in the intersection of AB and CD may fail to be ruler and dividers 
points.O 
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5.10. Suppose 0 < x < 90. Show that some angle of XO can be constructed 
with the ruler and dividers iff tan XO is in lP'. If V and A are two ruler and 
dividers points and if tan XO is in lP', then show that there is a ruler and 
dividers point B such that mLAVB = x.O 

5.11. Suppose 0 < x < 90. Show that some angle of XO can be constructed 
with the ruler and dividers iff both sin XO and cos XO are in lP'.0 

5.12. Sketch a ruler and dividers construction corresponding to Euclid I.l, 
which asks for an equilateral triangle.O 

5.13. Show that with the ruler and dividers a regular pentagon can be 
inscribed in a given circle.O 

5.14. Find an iterated pythagorean extension of Q that contains the field 
Q( VTI, V43). 
5.15. If G and H are iterated pythagorean extensions of field F, then show 
that there is an iterated pythagorean extension of G that contains H.O 

5.16. If a,b,x,y are in Q, a2 + b2 is not a square in Q, x + YVa2 + b2 > 0, 
but x < 0, then show that J x + yva2 + b2 is in IE but not in lP'. Show ij2 
is in IE but not in lP'.0 

5.17. Show that lP'( ij2) = lP'( J 1 + V2), and find a pythagorean extension 
of lP'( ij2 ).0 

5.18. What can be done with a ruler and an angle doubler?O 

5.19. Show that tan3° is in lP'. Is tan(360/17)° in lP'?0 

5.20. Prove Steiner's ruler and compass construction for Malfatti's Prob­
lem: Given L:".ABC let I be the incenter of the triangle. Then IA is one of 
the two common tangents of the incircles of L:".ICA and L:".I BA that inter­
sect BC; let a be the other. Also, m is one of the two common tangents 
of the incircles of L:".I AB and L:".I C B that intersects C A; let b be the other. 
Further, rc is one of the two common tangents of the incircles of L:".I BC 
and L:".I AC that intersects AB; let c be the other. The desired circle with 
center on IA is tangent to AB, AC, b, and c; the desired circle with center 
on m is tangent to Be, EA, c, and a; and the desired circle with center 
on rc is tangent to CA, GE, a, and b. 



6 
The Poncelet-Steiner Theorenl 
and Double Rulers 

It is a very different matter actually to 
carry out the constructions, i.e., with 
the instruments in hand, than to carry 
them through, if I may use the expres­
sion, simply by means of the tongue. 

STEINER 

In the early nineteenth century, Poncelet and Steiner dominated the re­
vival of interest in pure geometry, as opposed to the methods of analytic 
geometry. Jacob Steiner (1796-1863) worked on his father's farm until the 
age of nineteen, before going off to Berlin to become what some regard as 
the greatest geometer of modern times. Jean-Victor Poncelet (1788-1867) 
entered the French army corps of engineers just in time to take part in 
Napoleon's disastrous 1812 campaign. After his capture by the Russians, 
Poncelet spent his time in a Moscow prison to good advantage, developing 
the concepts of projective geometry. Steiner also made significant contribu­
tions to this new method of geometric thinking. In 1822, Poncelet, inspired 
by the results of Mascheroni, gave indications of a proof that all the ruler 
and compass constructions could be carried out with the ruler alone, pro­
vided one circle with its center was given. Steiner published his detailed 
proof of this result in 1833. Both Poncelet and Steiner were ardent sup­
porters of synthetic geometry and disliked analytic methods to the extent 
of attacking those who used them. Therefore, it is with apologies to both 
Poncelet and Steiner that we will use analytic geometry in proving the the-

G. E. Martin, Geometric Constructions
© Springer-Verlag New York, Inc. 1998
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orem that bears both their names. However, at this point, we would not 
consider doing it any other way. 

Suppose a transparent sphere, sitting on a plane with its "south pole" 
the point of contact, has a point light source at its north pole. It can be 
shown that the shadow on the plane of any circle drawn on the southern 
hemisphere of the sphere is a circle. (From any point source of light, the 
shadow on a plane of a circle is always a conic section.) However, the shadow 
of the center of the circle in the plane of the circle does not generally fall on 
the center of the shadow circle. From this observation and an argument like 
that at the beginning of the ruler theory in Chapter 4, we understand why 
the center of the circle must be either given or obtainable from a starter set 
in the "constructions with ruler and given circle with its center." Analogous 
to the "constructions with ruler and given square" of Chapter 4, here the 
circle is "given" only in the sense that points of the intersection of the 
circle with a constructed line are taken to be constructed points. We do 
not suppose all the points of any circle or even of any line are given to us 
as constructed points. In that case, there would be nothing for us to do as 
it would follow that all the points in the cartesian plane are constructible. 
We suppose here that the unit circle with center at the origin has been 
given to us in the sense just noted. Even so, we need to be specific about 
a starter set to get underway. Although you may prefer a different starter 
set, the rest of the following definition should contain no surprises. 

Definition 6.1. In the cartesian plane, a point is a ruler and circle 
point if the point is the last of a finite sequence P1 ,P2 , ... ,Pn of points 
such that each point is in {(O, 0), (2,0), (0,2)} or is obtained in one of 
the two ways: (i) as the intersection of two lines, each of which passes 
through two points that appear earlier in the sequence; and (ii) as a point 
of intersection of such a line and the circle through (1,0) with center (0,0). 
A ruler and circle line is a line that passes through two ruler and circle 
points. 

It follows immediately that (1, 0) and (0, 1) are ruler and circle points. 
The points in the starter set for our ruler theory are ruler and circle points. 
All the ruler points are ruler and circle points. Further, we have the con­
structions from the ruler and dividers theory because the given circle per­
mits the constructions of the cannon and more. Instead of determining only 
the intersection of the unit circle and lines through the origin, here we have 
the intersection of the unit circle and any line. This turns out to make a 
big difference, as our next theorem proclaims. 

Theorem 6.2 (The Poncelet-Steiner Theorem). A point is a ruler 
and circle point iff the point is a ruler and compass point. 

Proof. From the ruler theory, we know that the coordinates of all the ruler 
and circle points form some field F and that x and y in F implies (x, y) 
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is a ruler and compass point. Obviously, F <::;; lE. From Figure 6.1, we see 
that F has the property that x in F and -1 < x < 1 implies VI - x 2 is 
in F. This fact is not as insignificant as it looks at first.. Since the fraction 
(z - 1) / (z + 1) ranges between -1 and + 1 for positive values of z, the 
identity 

then shows that z in F with z > 0 implies JZ is in F. So F is a euclidean 
field contained in lEo Therefore, F = lEo • 

Although it is a safe bet that anyone reading this book enjoys an elegant 
synthetic proof (i. e., one without reference to the coordinate plane), the 
power of analytic methods is demonstrated by the proof above. In the 
mathematical literature, a construction with ruler and given circle with 
its center is usually called a steiner construction. In a minor attempt to 
balance this against the fact that it was Poncelet who first announced 
the theory, we will refer to the given circle with its center in a steiner 
construction as the poncelet circle. Theorem 6.2 does not really give us any 
steiner constructions but only informs us what constructions are possible. 
The exercises will indicate some of the steiner constructions. 

\Vithin the proof above of the Poncelet-Steiner Theorem there is a little 
algebraic result that we state next as a lemma for easy reference in the 
future. 

Lemma 6.3. Suppose F is a field such that x in F implies VI - x 2 is in 
F when 0 < x < 1. Then F is a euclidean field. 

Poncelet's famous 1822 work, which reports mainly on the great geomet­
ric achievements he made while imprisoned in Russia, includes not only the 
Poncelet-Steiner Theorem but also the results on the double-edged rulers 
that we will study in the remainder of this chapter. The first of these is the 
parallel-ruler, which is simply a ruler with two parallel edges. The width 
of the parallel-ruler is taken as the unit length. Most rulers that you buy 
are parallel-rulers; you can easily make one of stiff paper. Of course, such 
real parallel-rulers have edges of finite length. You may want to pause and 
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play around with a parallel-ruler to see if you can determine the uses of the 
parallel-ruler. In addition to drawing the line through two given points, we 
can draw the parallels that are a unit distance from any given line. There 
is a third use of the parallel-ruler. If the distance between two given points 
is at least a unit, then we can insert the parallel-ruler between the points 
such that each edge of the parallel-ruler passes through one of the given 
points. In this case, an edge of the parallel-ruler determines the line that 
passes through one of the given points and that is a unit distance from the 
second point. Another way of looking at this third use is that the parallel­
ruler constructs the line through one of the given points and tangent to the 
unit circle having the second given point as its center. The three uses of 
the parallel-ruler are illustrated in Figure 6.2. Check that these three uses 
are reflected in the definition below. 

Definition 6.4. In the cartesian plane, a point is a parallel-ruler point 
if the point is the last of a finite sequence P1 ,P2 , ••. ,Pn of points such 
that each point is in {(I, 0), (0, I)} or is obtained as the intersection of 
two lines, each of which satisfies one of the three conditions: (i) the line 
passes through two points that appear earlier in the sequence; (ii) the line 
is parallel to and at a unit distance from a line that passes through two 
points that appear earlier in the sequence; or (iii) the line passes through 
a point that appears earlier in the sequence and is a unit distance from 
another point that appears earlier in the sequence. A parallel-ruler line 
is a line that passes through two parallel-ruler points. 

We will prove that all the ruler and compass constructions can be ac­
complished with the parallel-ruler. 

Theorem 6.5. A point is a parallel-ruler point iff the point is a ruler and 
compass point. 

Proof. Starting with (1,0), (0,1), and a parallel-ruler, we can construct, 
in turn, the six lines having the equations Y = 0, Y = 1, X = 0, X = 1, 
X = 2, and Y = 2, where the first four of these lines come from the third 
use of the parallel-ruler. The points in the starter set for the ruler theory are 
parallel-ruler points. From the ruler theory, we know that the coordinates 
of all the parallel-ruler points form a field F and that x and y in F implies 
(x, y) is a parallel-ruler point. A sequence of points satisfying the condition 
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of Definition 6.4 must be a sequence of ruler and compass points, since 
(1,0) and (0,1) are ruler and compass points and since each of the lines 
in (i), (ii), and (iii) from the definition is easily constructed with the ruler 
and compass. So F ~ lEo 

Suppose x is in F with 0 < x < 1. Then l/x is in F and l/x > 1. Let 
o = (0,0) and A = (l/x,O). The line through A and one unit from 0 is 
then a parallel-ruler line. The foot B of the perpendicular from 0 to this 
line is a parallel-ruler point by a ruler construction. See Figure 6.3. Since 
B = (x, VI - x 2 ), then it follows that x in F with 0 < x < 1 implies 
VI - x 2 is in F. So lE ~ F by Lemma 6.3. Hence, F = lE, as desired. _ 

All the ruler and compass construction problems can be accomplished 
with the parallel-ruler. It is fun to try your luck at finding good parallel­
ruler constructions. Figure 6.4 with AB > 1 should bring a couple to mind. 

As a line determines the ideal ruler, so a right angle determines the 
ideal right-angle ruler. However, a sheet of stiff paper cut at right angles 
will do nicely. Many stationery stores carry plastic right angles. A right­
angle ruler does more than replace the ruler and eliminate the tedious 
ruler constructions for perpendiculars to a given line through a given point. 
Placing the right-angle ruler so that each side passes through one and only 
one of two given points, the vertex lies on the circle having the given points 
as endpoints of a diameter. The Theorem of Thales is therefore the basis 
for part of the next definition. We take a starter set that is as small as 
reasonably possible. 

B 

FIGURE 6.4. 
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Definition 6.6. In the cartesian plane, a point is a right-angle point if 
the point is the last of a finite sequence P1 ,P2 , •.. ,Pn of points such that 
each point is in {(O,O), (1,0), (0, I)} or is obtained in one of two ways: (i) 
as the intersection of two lines, each of which either passes through two 
points that appear earlier in the sequence or is perpendicular to such a line 
and passes through a point that appears earlier in the sequence; or (ii) as 
a point of intersection of a line through two points that appear earlier in 
the sequence and of a circle with a diameter having its endpoints appear 
earlier in the sequence. A right-angle line is a line that passes through 
two right-angle points. 

Theorem 6.7. A point is a right-angle point iff the point is a ruler and 
compass point. 

Proof. Exercise 6.13 .• 

The same game can be played with angle rulers whose angle is not a right 
angle. The case for obtuse-angle rulers is only slightly more complicated 
than that for acute-angle rulers, which we will discuss next. We suppose we 
have an angle ruler where the angle is acute and has degree measure t where 
tan to is in lEo It is even reasonable to suppose the angle has degree measure 
30,45, or 60, since these are the measures of the acute angles encountered in 
the drafter's plastic triangles that are commonly sold. Although the plastic 
angles sold in stores always contain a right angle, we restrict ourselves now 
to using only one acute angle. This time the double ruler consists of the 
two sides of the acute angle. 

Given AB, Figure 6.5a shows how to construct the perpendicular bisector 
p of AB. Figure 6.5b shows how to construct the image P' of point P 
reflected in given line l. 

Figure 6.5c shows how to find the intersection of any given line l and that 
arc of the circle of all points X on one side of AB such that mLAX B = t. 
We do this by placing the vertex of the angle ruler on the line l so that 
each side of the angle is on one and only one of A and B. In particular, the 
midpoint M of of the major arc with endpoints A and B can be found by 
taking l to be the perpendicular bisector of AB. The circle is determined 
by the three points A,B ,M. The circle is C A where center C is constructed 
as the intersection of the perpendicular bisectors of AB and AM. 

In order for C A to be a poncelet circle, we must close the gap in Fig­
ure 6.5c. That is, we must find the intersection of C A with a given line m 
that intersects the minor arc with endpoints A and B. See Figure 6.5d. We 
construct B' as the image of B under reflection in CA. Not only is B' on 
C A but the minor arc with endpoints A and B' has the same measure as 
the minor arc with endpoints A and B. Hence, we simply use the technique 
of Figure 6.5c with B replaced by B' to close the gap. So C A is a poncelet 
circle. We have the power of the ruler and a poncelet circle. Therefore, 
with the proper definition we will have a nice theorem that follows from 
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the Poncelet-Steiner Theorem. The definition and the theorem are left for 
Exercise 6.18. 

Let's look briefly at adapting the acute-angle ruler constructions of Fig­
ure 6.5 to obtuse-angle ruler constructions. There is no problem until we 
get to Figure 6.5d. This time we have only the minor arc with endpoints A 
and B, rather than the major arc with the same endpoints, to determine 
the intersection of the circle containing these arcs and a constructed line. 
The technique of using reflections still works; only, now we may have to 
reflect in several radii to get copies of the minor arc to cover the entire 
circle. It's more work in practice but we end up with the same theory. This 
idea of using reflections, which can be carried out with the ruler alone, to 
compensate for a missing arc provides an insight to the Poncelet-Steiner 
Theorem. It is not necessary that the whole poncelet circle be "given." 
We need only an arc, however small, to arrive at all ruler and compass 
constructions. 
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Exercises 

6.1. Sketch a steiner construction that uses the poncelet circle to get a 
bisected segment on a given line Z.O 

6.2. Outline a steiner construction for the angle bisector of a given angle, 
assuming the analogue of Euclid I.31.0 

6.3. Give a steiner construction for inscribing a square in the poncelet 
circle.O 

6.4. Given poncelet circle Ou and points A and B with B # 0, give a 
steiner construction for the point X on oB such that OX = OA.O 

6.5. Outline a steiner construction for the perpendicular to given line Z 

through given point P.O 

6.6. State the steps in a steiner construction for the analogue of Eu­
clid I.3.0 

6.7. Exercise 6.4 leads to a steiner construction for finding the points of 
intersection of 0 A and DB, where 0 is the center of the steiner circle. 
Outline a steiner construction for the intersection of 0 A and CD, when 
the center 0 of the steiner circle is off CD. Outline a steiner construction 
for the intersection of PQ and IrS, given points P,Q,R,S.O 

6.8. Sketch a parallel-ruler construction for the analogue of Euclid I.31.0 

6.9. Sketch a parallel-ruler construction for bisecting an angle; sketch a 
parallel-ruler construction for doubling an acute angle.O 

6.10. Sketch a parallel-ruler construction for a perpendicular to a given 
line.O 

6.11. Sketch a parallel-ruler construction for bisecting a segment; sketch 
a parallel-ruler construction for doubling a segment.O 

6.12. Given only a pencil, a standard sheet of paper, and a circular disc, 
say the top of a can, how can you find the center of the disc.O 

6.13. Prove Theorem 6.7.0 

6.14. Sketch a right-angle ruler construction for bisecting a segment; sketch 
a right-angle ruler construction for doubling a segment.O 

6.15. Sketch a right-angle ruler construction for bisecting an angle, assum­
ing you can double a segment.O 

6.16. If E is off CD, give a right-angle ruler construction for the point X 
on cD such that CX = CE.O 

6.17. If E is off CD, give an acute-angle ruler construction for the point 
X on cD such that CX = CE.O 
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6.1S. Give a definition of an acute-angle point analogous to Definition 6.6. 
Then state and prove a theorem analogous to Theorem 6.7. 

6.19. Give a definition of a square point, where the definition models the 
points constructed by using the construction tool that is a plastic square. 
Suppose, to make things nice, that the square has sides of length 2. Show 
that a point is a square point iff the point is a ruler and compass point. 

6.20. Give a ruler and compass construction for what is known as Steiner's 
Problem: Given lines l,m,n and points P,Q,R, construct L;,.ABC such that 
vertices A~C are on l,m,n, respectively, and such that extended sides 
Be, CA., AB pass through P,Q,R, respectively. 



7 
The Ruler and Rusty Compass 

Shewing How (Without Compasses) 
having only a common Meat-Fork (or 
such like Instrument, which will nei­
ther open wider, nor shut closer), and a 
Plain Ruler, to perform many pleasant 
and delightful Geometrical Operations. 

Pleasure with Profit 
WILLIAM LEYBOURN, 1694 

A challenging problem is to construct with the ruler and rusty compass a 
triangle whose sides are congruent to three given segments. It has recently 
been discovered that the study of the rusty compass goes back to the ancient 
Greeks. However, the name most associated with the rusty compass is that 
of the tenth-century Arab scholar AbUl-Wefa (940-998). Not only did he 
give the most elementary ruler and rusty compass constructions, but Abf1l­
Wefa also gave ruler and rusty compass constructions for inscribing in a 
given circle a regular pentagon, a regular octagon, and a regular decagon. 
Ludovico Ferrari (1522-1565) showed in 1547 that all the constructions in 
Euclid's Elements could be done with the ruler and rusty compass. In 1673, 
Georg Mohr wrote a little book that also proves the principal theorem of 
this chapter. 

You have been following the development up to this point. Now, you are 
asked to write the rest of this chapter yourself. That's right; this is a do­
it-yourself chapter. You have all the information you need to give a good 
definition and then produce a fine theorem. Of course, you will want to do 
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some ruler and rusty compass constructions and make up some exercises 
too. You may want to leave most of these tasks for the exercises, but your 
exercises should match the hints and answers in The Back of The Book. 

Good luck! 



8 
Sticks 

"and you are as stiff as a stick. 
Dull. Conventional and repressed. Tied 
and trammeled. Subdued, smothered 
and stifled. Squashed, squelched and 
quenched." [So said the dot.] 
"Why take chances," replied the line 
without much conviction. "I'm depend­
able. I know where I'm going. I've got 
dignity!" 

The Dot and the Line 
NORTON JESTER 

Our task is to form a geometric construction theory that models what we 
can do with an inexhaustible supply of toothpicks. It should be clear that 
in order to do the modeling, we must first have some familiarity with what 
it is we are to model. Therefore, we should first play around with stacks 
of toothpicks just to see what we can do with them. Paper and pencil is 
just not satisfactory; straws or even long, thin strips of paper will serve the 
purpose. Reading about toothpick constructions is not the same thing as 
discovering for yourself some of the things that follow. Since the results of 
this chapter are not used later, you can go on to the next chapter now and 
read this chapter after you have had a chance to play with toothpicks. 

In case you need some motivation or didn't get too far playing with tooth­
picks, consider the following puzzle: Starting with a given toothpick 
and a point in its interior, build a square having the toothpick as 

G. E. Martin, Geometric Constructions
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FIGURE 8.1. 

a side. To make the puzzle more interesting, here we impose the handicap 
that two toothpicks are not allowed to overlap at more than one point. 
Perhaps you should convince yourself first that this self-imposed handicap 
is no hindrance. The construction of the square is not easy and can be 
done with a total of sixteen toothpicks. The puzzle is solved in Figure 8.1, 
where the given points are A,B,C and the other points are determined in 
alphabetical order. If you solve the puzzle or even if you study the solution 
to fully understand the construction, you will have mastered almost all the 
principal ideas in the theory of toothpick constructions. We will refer back 
to this solution of the puzzle several times. If you need a hint, consider that 
the angle bisectors of a linear pair of angles are perpendicular. (If P-Q-R 
and S is off PH, then the angle bisectors of LPQS and LRQS are perpen­
dicular.) Stop peeking at the solution; try the puzzle yourself. We'll wait 
for you. 

(0,0) (1,0) 

FIGURE 8.2. 
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There is no question that, if anything, the first thing we do with a pile 
of toothpicks is to make an equilateral triangle. We then continue to form 
a triangular grid or triangular lattice like that suggested by Figure 8.2. 
Staring at this lattice for a while should tell us something. First we have 
used segments to model the toothpicks. In the model the lattice is infinite; 
it's a safe bet that your toothpick constructions are finite. Perhaps the ends 
of the toothpicks you are using are not the same. Since we are not picking 
our teeth with these (please), this difference is of no concern to us and 
we ignore the difference in the model. Also, it seems that for our interest 
we may as well suppose the toothpicks have no thickness. The triangular 
lattice is uniquely determined, once one toothpick is put down. However, in 
order to put down one toothpick, we should have two points given so that 
we can put one end of a toothpick on one point and have the toothpick 
pass through the other point. As usual, we do not want to leave anything 
to chance. Of course we suppose (0,0) is one of the given points and that 
the length of a toothpick is 1. Did you notice that we are assuming we 
are working in the plane and not space? More formally, we are saying the 
cartesian plane models our desk top. If the second given point were (5,0), 
we would be out of luck as we could not put down any toothpicks. Even 
two toothpicks, one extended from each of the points, would not reach 
between (0,0) and (5,0). We certainly do not allow ourselves to put a 
toothpick down to "aim" at some point. A better selection for the second 
given point is (1,0). Better, yes, but not a best selection. With (1,0) as the 
second given point, we are essentially done because we can place no more 
toothpicks than those in the lattice. In the puzzle, we had to be given a 
point Con "toothpick-AB" or otherwise we could have done nothing more 
than build the triangular lattice on the toothpick-ABo Since we want a more 
complicated theory than that generated by just the lattice, we suppose the 
second given point is (1/2,0). These two points will be sufficient for our 
starter set. 

Toothpicks are sticks and we are going to start calling them that here. 
This arbitrary change in language is mainly for aesthetic reasons. Later 
we shall be using the terms "stick point" and "stick line," which are much 
more flowing than the awkward alternative terms "toothpick point" and 
"toothpick line," especially when encountered over and over again in one 
paragraph. This change is made for easier reading and smoother speech. 
Further, the terminology is closer to that of T. R. Dawson, the English 
mathematician who first described these constructions in his 1939 paper 
"Match-Stick" Geometry. 

We now wish to make precise how we may use sticks to construct points. 
Figure 8.3 illustrates the methods. Initially, we must be given two points 
in the beginning in order to get started. We have already suggested the 
method of Figure 8.3b, where we put a stick down with one end at a given 
point A to pass through a given point B in order to determine the point Pat 
the other end of the stick. We have also noted a special case of the method 
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of Figure 8.3c, where we form an isosceles triangle having sticks as at least 
two of its sides when given a short enough base. In particular, when the 
given base is a stick, we have the special case of the isosceles triangle being 
equilateral. Of course, as in Figure 8.3d, the intersection of two distinct 
sticks not on one line should determine a point. The last method is shown 
in Figure 8.3e. If we can rotate a stick about one end so that the other end 
is the only point of intersection with a second given stick, then the point of 
intersection is considered to be constructed. In other words, if point P is 
in the intersection of a stick and a unit circle whose center is a given point 
off the line containing the stick, then P is constructible. 

The following definition allows us to distinguish by name those points and 
lines we can construct with sticks. The definition of a stick point follows the 
previous paragraph and Figure 8.3. A stick models our original toothpick. 

Definition 8.1. In the cartesian plane, a point is a stick point if the point 
is the last of a finite sequence P1,P2, . .. ,Pn of points such that each point 
is in {(O, 0), (1/2, On or is obtained in one of four ways: (i) as the point P 
on AS such that AP = 1 where A and B are two points that appear earlier 
in the sequence and AB < 1; (ii) as a point that is one unit from both of 
two points A and B that appear earlier in the sequence and AB < 2; (iii) 
as the only point of intersection of two unit segments each of which has 
endpoints that appear earlier in the sequence; and (iv) as the intersection 
of a unit segment whose endpoints appear earlier in the sequence and of a 
unit circle having a center that appears earlier in the sequence and off the 
line containing the unit segment. A stick is a segment PQ where P and Q 
are stick points with PQ = 1. A stick line is a line that contains a stick. 

Check that the definition gives us the expected theorem that describes 
the basic stick constructions. 
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(0,0) (1,0) 

FIGURE 8.4. 

Theorem 8.2. If A and B are two stick points and AB < 1, then the point 
P on ~ such that AP = 1 is a stick point. If A and B are stick points 
and AB < 2, then the two points that are one unit from both A and B are 
stick points. The point of intersection of two intersecting but noncollinear 
sticks is a stick point. A point of intersection of a stick and a unit circle 
having a stick point as center is a stick point. 

You may be surprised at the definition of a stick line. We could have 
followed the format of our previous definitions and defined a line through 
two stick points to be a stick line. Note, we did not do this. In either case, 
we would have to prove eventually that a line through two stick points 
contains a stick. A choice had to be made, and the path chosen seems more 
natural when toothpicks are in hand. The choice emphasizes that we do not 
yet have a ruler. So, a stick line is a line that contains a stick by definition. 
It is not obvious that two stick points determine a stick line when the points 
are far apart. Exercises 8.1, 8.2, and 8.3 concern aspects of Definition 8.l. 
You may want to take a look at these three exercises at this time. Although 
you cannot do the first exercise now, you may want to be thinking about it 
as you go along. In particular, read Exercise 8.3 now if you feel something 
important has been left out of the definition. 

We now suppose we have put down the first stick with one end at (0,0) 
and, since the stick passes through (1/2,0), the other end is at (1,0). Then 
there exists the triangular lattice of Figure 8.2 built on this first stick. If 
you recall that the sides of a 30-60-90-triangle with hypotenuse 1 are 1/2 
and V3/2, then you know the third vertex of the first equilateral triangle 
formed is (1/2, ±V3/2). It follows that the points of the lattice are pre­
cisely the rusty compass points. By Theorem 3.17, these are the points 
(m + (n/2), nV3/2) where m and n are integers. Compare Figure 8.2 with 
Figure 3.8a. 

If we place one end of a stick at (1/2,0) and have the stick pass through 
(0,0), then the triangular lattice determined by this stick is congruent to 
that of Figure 8.2, only translated. The two lattices together determine 
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another triangular lattice, shown in Figure 8.4. The points of this third 
lattice are those with coordinates of the form «m/2)+(n/4), nv'3/4) where 
m and n are integers. At present, we know points (1/4, v'3/4) and (9, 5v'3) 
are stick points; we do not yet know whether either of the points (1/3,0) 
and (0,,J7) is a stick point or not; and we might suspect point (7r,0) is not 
a stick point. Several results are apparent from looking at these lattices. 
The first is singled out for special emphasis. 

Theorem 8.3 (The Extension Theorem). If PQ is a stick and Q is 
the midpoint of PR, then QR is a stick. Every point on a stick line is on 
a stick that is on that line. The intersection of two nonparallel stick lines 
is a stick point. 

The second and third parts of the Extension Theorem follow directly 
from the first, and the first part is trivial, unless you have been only read­
ing about toothpicks and not actually playing with them. Surely among 
the first things to do with toothpicks is to create Figure 8.5. This is part 
of the first triangular lattice; starting with stick PQ, construct equilateral 
triangles 6QPS, 6QST, and 6QTR, in turn, to determine stick QR and 
prove the theorem. Note that the conclusion of the first part of the Exten­
sion Theorem could be rephrased to state that R is a stick point. In the 
puzzle of Figure 8.1, the reason for sticks EF, AF, FC, AC, CH is to de­
termine stick AH, which "extends" segment AE. If you have not mastered 
the puzzle, now take away sticks AF, EF, FC for a different view. 

(O, 13/2) 

(-1/4, 1314) 

(O,O) 

FIGURE 8.6. 

(1,O) 
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Figure 8.5 is a detail from the triangular lattice of Figure 8.2; Figure 8.6 
is a detail from the triangular lattice of Figure 8.4. The following theorem 
should be evident from these triangular lattices. 

Theorem 8.4. A line parallel to a stick line at a distance .../3/2 from that 
line is a stick line. Each stick point is within 1/2 of three other noncollinear 
stick points. Each stick AB contains a stick point between A and B. If p 
and q are integers, then (p, q) is a stick point. 

The first statement in Theorem 8.4 rephrases the following: If AB is a 
stick, then each of the two lines parallel and at a distance .../3/2 from AS 
contains a stick. This should be clear from Figure 8.5, where ST is .../3/2 
from J5Q. Looking at the triangular lattice in Figure 8.4, we see that not 
only is every stick point within 1/2 of three noncollinear stick points, so is 
every point in the plane. That the interior of any stick must contain a stick 
point follows from the fact that you cannot place a stick on the triangular 
lattice of Figure 8.4 without the interior of the stick intersecting a line of 
the lattice different from the line containing that stick. From the lattice of 
Figures 8.4 and 8.6, we see that for integer p the points (p,O) and (p, .../3/2) 
are stick points. Since .../3/2 < 1, then the stick with one end (p,O) that 
passes through (p, .../3/2) has its other end at (p,I). So (p,l) is a stick 
point. Starting with the stick with endpoints (P,O) and (p, 1), we see that 
it follows that (p, q) is a stick point for integer q by at most Iql applications 
of the Extension Theorem. All of Theorem 8.4 should now be clear. 

Did a different proof that (p, q) is a stick point for integers p and q 
occur to you? In the puzzle, a unit square is constructed on a given stick. 
Continuing to build squares on the sides of already constructed squares, 
we obtain in the model the unique square lattice based on the stick with 
endpoints (0,0) and (1,0). In other words, all points (p, q) with p and q 
integers are points of the square lattice and so are stick points. The square 
lattice reminds us of standard graph paper. So the puzzle, whose solution 
implicitly contains the Extension Theorem, also shows that (p, q) is a stick 
point for integers p and q. 

Let's analyze the puzzle further. Starting with AC on stick AB, we build 
isosceles triangles to get stick points D and E. These points are symmetric 
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with respect to AB. SO the stick AB bisects LDAE. With the Extension 
Theorem we get stick AH. Since LH AD and LD AE form a linear pair of 
supplementary angles, their angle bisectors are perpendicular. (The sum of 
half of each of two numbers that sum to 180 must be 90.) So the problem 
now is to bisect LH AD. Part of Figure 8.1 is reproduced in Figure 8.7. Stick 
points Hand D are, of course, symmetric with respect to the sought-after 
angle bisector; the stick points G and I are constructed to be symmetric 
with respect to the angle bisector also. Hence the sticks GH and DI are 
symmetric to the angle bisector, and, since these sticks intersect at stick 
point J, then J must sit on the angle bisector. In other words, A1 is the 
angle bisector. The point K is then easily determined such that AK is 
a stick perpendicular to stick AB. The puzzle is then solved with the one 
more move that consists of building the sides of an isosceles triangle having 
base BK. Not only have we constructed a perpendicular and a square, we 
have encountered a means of bisecting angles. Although the construction 
of Figure 8.7 can be adapted to angles greater than 1200 , the one step 
construction of Figure 8.8 is nicer. Here, sticks QP and QR determine the 
sticks SP and SR such that DPQRS is a rhombus. Since mLPQR 2': 120, 
then QS ::; 1 and QS bisects LPQR. There is one fly in the ointment, 
however. 

From the puzzle, we know we can erect a perpendicular at a given point. 
Now suppose PQ and QR are sticks forming LPQR. If LPQR is at least 
120°, the method of Figure 8.8 uses three sticks to get a stick on the 
angle bisector quickly. If LPQR is less than 120°, then the method of 
Figure 8.7 uses five sticks to get the angle bisector in all cases but one. 
If the given angle is 60°, then the construction in Figure 8 7 collapses; in 
Figure 8.7 the sticks GH and DI coincide and no longer determine point 
J. It is what we might expect to be the easy case of a 60° angle that 
gives all the trouble. There are several ways out of this dilemma, however. 
We can use the fact that 60 + 60 - 90 = 30 and that we know how to 
erect a perpendicular at a point. This inelegant approach is illustrated in 
Figure 8.9, where LPQR is the given angle of 60°, 6.QRS is equilateral, 
and LSQT is right. Nevertheless, we now know we can bisect any given 
angle and have therefore completed a proof of the next theorem. 
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Theorem 8.5. The perpendicular to a stick line at a stick point is a stick 
line. The angle bisectors of the angles formed by two stick lines are stick 
lines. 

Closely related to bisecting the angle determined by two sticks is the 
problem of bisecting short segments. For example, in Figure 8.10, AB with 
AB < 1 is bisected by constructing isosceles triangle lc:,ADB and then 
bisecting the angle at D, the stick PQ can be bisected with our inelegant 
bisection of LP RQ, and the segment UV with 1 < UV < 2 is bisected 
by the intersection of the angle bisectors of LUWV and LWU X of unit 
rhombus DUWVX. 

Another method of bisecting a stick, and therefore of bisecting an angle of 
60° , is to form a triangle in which only one side is a stick and the other sides 
are shorter than a stick. Now it is easy to bisect the two shorter sides and 
then use the fact that the medians of a triangle are concurrent to find the 
midpoint of the third side. This construction takes a lot of sticks, however. 
A more elegant construction for bisecting stick AB and that uses only 
thirteen toothpicks goes as follows. Let BC be any stick such that LABC 
is less than 60°. By building an isosceles triangle with sides of unit length 
on base AC, construct D such that DABCD is a unit rhombus. Extend 
stick AD by the construction of stick AG as in the Extension Theorem and 
as in Figure 8.11. (Point E is taken on the same side of AD as B so that 
lc:,AFG can be used again.) Since BC is parallel and congruent to AD, then 
BC is parallel and congruent to GA. So DBCAG is a parallelogram having 
AB as a diagonal. Hence, the equilateral triangles lc:,BHC and 6AFG are 
symmetric about M, the midpoint of AB. Therefore, a stick covering IJ in 
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FIGURE 8.11. 

the figure will intersect AB at A1, as desired. A curiosity of this construction 
is that the midpoint of stick AB can be determined with thirteen toothpicks 
excluding AB, since M is the intersection of a stick covering I J and a stick 
covering K L of Figure 8.11. Exercise 8.7 shows that a stick can be bisected 
with a construction that is based on the Second Push-up-and-Pull-down 
Theorem; this remarkable construction uses only eleven sticks. 

\\Then we face the problem of bisecting segments of length at least 2, we 
come face to face with a larger problem. We do not now have a ruler in our 
construction theory. If a line contains a stick, then we can build as much 
of the line as we want by the Extension Theorem. However, if A and Bare 
stick points with, say, AB = 17, then it is not clear that we can bridge the 
gap from A to B with sticks. We would like to show that a line containing 
two stick points is a stick line. At present, we do not know whether two 
lines, each of which contains two stick points, intersect at a stick point or 
not. Our problems will be resolved once we can show the midpoint of two 
stick points is a stick point. To do this we need one more theorem. 

Theorem 8.6 (cf. Euclid 1.31). The line through a stick point that is 
parallel to a stick is a stick line. 
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Proof. We suppose we are given stick point P and stick AB. We wish to 
show that the line through P that is parallel to stick AB contains a stick. 
By several applications of the first part of Theorem 8.4, we may suppose 
that we have a stick line parallel to stick AB and at distance less than 1 
from P. See Figure 8.12. The unit circle with center P intersects this line 
at two stick points C and D. Now if E is such that P is the midpoint of 
C and E, then P E is a stick. (This should now begin to look like part of 
the solution to the puzzle.) Hence the angle bisector of L.EPD is a stick 
line by Theorem 8.5. Since the angle bisector of L.C P D is perpendicular to 
CD and to the angle bisector of L.EPD, then the angle bisector of L.EPD 
is parallel to CD and hence to irE. _ 

We are now ready to prove the important theorem about midpoints. 

Theorem 8.7 (Stick Midpoint Theorem; c/. Euclid 1.10). 
The midpoint of two stick points is a stick point. 

Proof. Suppose A and A' are two stick points with midpoint M. If AA' < 2, 
then we are done by our previous constructions from Figure 8.lD. Let AB .......... 
be a stick with B off AA'; such a point B exists by the second part of 
Theorem 8.4. There is a point B' such that DABA' B' is a parallelogram. 
See Figure 8.13. Point B' is a stick point by the previous theorem. The 
parallelogram has M as its point of symmetry. Therefore, the triangular 
lattice based on stick AB and the triangular lattice based on stick A' B' are 
together symmetric about M. It follows that there are stick points Z and 
Z', one from each of the two lattices and such that their midpoint is M, 
with Z Z' < 1. Since each of Z and Z' is a stick point, then M is a stick 
point. _ 

If A and B are stick ~nts, then by taking successive midpoints we can 
find a stick point C on AB such that 0 < AC < 1. Then irE is a stick line. 
So the Stick Midpoint Theorem has the corollary that a line is a stick line 
iff the line contains two stick points. 

Theorem 8.8. The line through two stick points is a stick line. 
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Since the line through two stick points is a stick line, since the intersection 
of two distinct stick lines is a stick point, and since the intersection of a stick 
line and the unit circle is a stick point, then it follows from the Poncelet­
Steiner Theorem that every point constructible by ruler and compass is a 
stick point. A glance back at our Definition 8.1 will show that every stick 
point can be constructed by a ruler and compass. Hence we have our final 
theorem. 

Theorem 8.9. A point is a stick point iff the point is a ruler and compass 
point. 

The theorem proves all ruler and compass constructions are possible 
with toothpicks; the theorem does not tell how to do these constructions. 
Are there shorter constructions than those that have been given above? In 
particular, is there a more elegant way to bisect an angle of 60°? 

Exercises 

8.1. How would our theory have been changed if in Definition 8.1 a stick 
line had been defined as a line containing two stick points? Which definition 
do you prefer?O 

8.2. How would our theory have been changed if "off the line containing 
the stick" were deleted from the end of the definition of a stick point in 
Definition 8.1?0 

8.3. Suppose A and B are given points such that 1 < AB < 2. Fixing one 
end of a toothpick at A and one end of another toothpick at B, we can 
rotate the toothpicks until the two toothpicks overlap. Should we consider 
the points determined by the ends of the toothpicks as constructed points? 
In other words, do you think we should have written into Definition 8.1 
that the points C and D on AB such that AC = BD = 1 are stick points 
when A and B are given stick points such that 1 < AB < 2?0 

8.4. Outline a second toothpick construction for the analogue of Euclid 
I.31.0 

8.5. Outline a toothpick construction for the image of stick point P under 
the reflection in stick line AB. 
8.6. Outline a toothpick construction for the vertices of a regular octagon. 

8.7. Using only eleven sticks, illustrate a toothpick construction for bisect­
ing one of the sticks with a given interior point.O 

8.8. If 1 < AB < J3, sketch a toothpick construction that takes only ten 
sticks to bisect AB. 0 
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8.9. If V3 < AB < 2, sketch a toothpick construction that takes only ten 
sticks to bisect AB. 0 

8.10. If A and B are stick points such that V3 < AB < 2, sketch a 
toothpick construction that takes only nine sticks to get a stick that is 
perpendicular to AB at A.O 



9 
The Marked Ruler 

After the dark ages in Europe, the first 
important mathematical work was that 
of the Italian school. It contributed to 
arithmetic and produced the ultimate 
in classical algebra. Symbolic algebra 
per se first appeared at the very end of 
the sixteenth century, however, in the 
ideas of Vieta, who preceded by a short 
time interval the men whom we have 
called the forefathers of modern mathe­
matics, namely, Descartes and Fermat. 

EDNA E. KRAMER 

A marked ruler is simply a straightedge with two marks on its edge. 
'¥ith an appropriate starter set, an immediate use of the marked ruler is 
to draw the line through two given points and mark off unit segments on 
the line. Since the two marks thus provide a scale in the sense of a rusty 
dividers, then the ruler and dividers theory can be applied to marked ruler 
constructions. Throughout this chapter, the two points determined by the 
two marks on the marked ruler in a particular position will be called Rand 
S. We suppose the marks are one unit apart. So RS = 1, as in Figure 9.1a. 
For a second use of the marked ruler, we can set one mark on a given 
point R and rotate the marked ruler until the second mark falls on a given 
line s at a point S, whenever the unit circle with center R intersects the 
line s. See Figure 9.1b. The unit circle with center R can be taken as a 

G. E. Martin, Geometric Constructions
© Springer-Verlag New York, Inc. 1998
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poncelet circle. The Poncelet-Steiner Theorem now implies all the ruler 
and compass constructions are possible with the marked ruler alone. The 
characteristic use of the marked ruler is called verging or insertion. Given 
point V and two lines rand s, by verging through V with respect to rand s 
we determine two points Rand S that are one unit apart and such that V 
is on RS, R is on r, and Son s. See Figure 9.1c. Thus, in verging through V 
with respect to rand s, the marked ruler is placed down to pass through V 
with one mark on r and the other on s. Using the marked ruler in this way 
to solve two of the three classical construction problems goes back to the 
Greeks who, according to Pappus, "moved a ruler about a fixed point until 
by trial the intercept was found to be equal to the given length." A verging 
is sometimes called by its Greek name neusis. Although Apollonius's book 
Neusis on the subject is lost, J. P. Hogendijk has reconstructed the text 
from Arabic traces of the work. 

It is its use for verging that makes the marked ruler such a powerful 
construction tool. The second mentioned use of the marked ruler, which 
is illustrated in Figure 9.1h, is actually only the special case of verging 
where R = V and r is any constructible line through R. Further, marking 
off units from a point on a line, which is illustrated in Figure 9.1a, is 
only the special case of the second use where R is on s. Therefore, the 
two fundamental operations a marked ruler performs are to draw lines 
through two constructed points and to verge through a constructed point 
with respect to two constructed lines. Check that Definition 9.1 does model 
what we can do with the marked ruler and that the definition implies 
Theorem 9.2. 

Definition 9.1. In the cartesian plane, a point is a marked ruler point 
if the point is the last of a finite sequence P1 ,P2 , •.. ,Pn of points such that 
each point is in {(O,O), (1,0), (0, I)} or is obtained in one of two ways: (i) 
as the intersection of two lines, each of which passes through two points 
that appear earlier in the sequence; and (ii) as either of two points that are 
one unit apart, that are collinear with a point that appears earlier in the 
sequence, and that are such that each lies on a different line through two 
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points that appear earlier in the sequence. A marked ruler line is a line 
that passes through two marked ruler points. A marked ruler circle is 
a circle through a marked ruler point with a marked ruler point as center. 
A number x is a marked ruler number if (x, 0) is a marked ruler point. 
Let V be the set of marked ruler numbers. 

Theorem 9.2. The intersection of two marked ruler lines is a marked 
ruler point. If points Rand S are on different marked ruler lines, are one 
unit apart, and are collinear with a marked ruler point, then Rand S are 
marked ruler points. 

From the definition and the remarks preceding the definition, it is evi­
dent that all steiner constructions are available to us and that, therefore, 
we can execute any ruler and compass construction on the set of marked 
ruler points. In particular, it follows from the theory for ruler and compass 
constructions that V is a euclidean field. As we might expect, it will turn 
out that V is larger than lE. Let's look at verging algebraically, with refer­
ence to Figure 9.2, where we have verged through point (a, b) with respect 
to the lines with equations Y = rnX and Y = O. We would like to express s 
in terms of the given numbers a,b,rn. Now R has coordinates (xo, Yo) where 
Xo = bsj(rns - rna + b) and Yo = mxo. Substituting these coordinates into 
the equation (xo - S)2 + (Yo - 0)2 = (RS)2 = 1, we have a fourth degree 
polynomial in s with coefficients in terms of a,b,m. So verging allows us to 
solve some quartic equations. This is not a surprise since verging can have 
as many as four solutions, as in Figure 9.3, where the four ways to verge 
through V with respect to lines rand s are shown. You should verify that 
verging through a point with respect to two perpendicular lines or with 
respect to two parallel lines also gives a polynomial equation of degree at 
most 4. Therefore, verging produces only points having coordinates that 
are solutions to polynomial equations with coefficients in V and of degree 
at most 4. 

Vie have noted that verging allows us to solve some quartic equations. 
Which ones? Eventually, we shall show that with the marked ruler we can 
solve all problems whose algebraic solution depends on solving a cubic 
or quartic polynomial with coefficients in V. To do this, we first follow 
the Greeks to solve the two specific problems of trisecting the angle and 
constructing a cube root. After that, we will show that if we can do these 



126 9. The Marked Ruler 

FIGURE 9.3. 

two problems, then we can do all the problems dependent on equations of 
degree at most 4. 

Franc;ois Viete (1540-1603), better known by his Latin pen name Vieta, 
was the first to use letters to represent unknowns. Letters had been used 
to represent numbers as far back as Diophantus of Alexandria, the great­
est algebraist of antiquity. However, Vieta's Introduction to the Analytic 
Art of 1591 used letters purposefully and systematically as general coef­
ficients, with the consonants for constants and the vowels for unknowns. 
This practice of using letters for given and unknown quantities is one of 
the important steps in the development of mathematics. The new language 
of symbolic algebra is of such importance that Viet a has been called the 
Prometheus of Mathematics. The introduction of this symbolic language is 
the watershed that separates modern mathematics from what came before. 
The only comparable epoch-making event in the history of mathematics is 
the introduction of deductive reasoning, which is traditionally credited to 
Thales and cited as the beginning of mathematics as we know it. 

Trained as an attorney, Viet a served the courts of Henri III and of his 
successor Henri IV. As well as being a counselor to individuals, parliament, 
and kings, Vieta acted as a cryptanalyst. He was so successful in decoding 
intercepted messages in 1589 that the enemies of Henri III claimed that 
Vieta's decipherment could have been achieved only by sorcery and necro­
mancy. Another story is more directly related to mathematics. Chided by 
the ambassador from The Netherlands that France had no mathematician 
that could solve a certain forty-fifth degree equation, Henri IV called upon 
Viet a to meet the challenge. Vieta immediately saw that the equation was 
satisfied by the chord of a unit circle that subtends an angle of radian 
measure 271"/45 and provided his king with one solution within minutes 
and twenty-two more solutions the next day. Since the remaining solutions 
were negative they did not make sense to Vieta. In spite of his aversion to 
negative solutions to equations, Vieta's work on algebra, the analytic art, 
changed the look of mathematics. 

Vieta declared the Platonic restriction a "defect of geometry" and rec­
ommended the remedy that verging be allowed as a new postulate. He was 
the first to show that if we can solve the two specific problems of trisecting 
the angle and constructing a cube root then we can do all the problems 
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dependent on equations of degree at most 4. As Viet a says at the end of 
his A Supplement to Geometry of 1593, This is very worth knowing. 

The first of the two specific problems is angle trisection. Our solution is 
due to Pappus, the last of the giants in Greek mathematics. His greatest 
work, the Collection, was written in Alexandria about AD 320. In addition 
to his own contributions to mathematics, we learn from this book much 
about earlier Greek mathematics that we would not otherwise know. Pap­
pus describes some solutions to the three famous problems from antiquity 
and virtually asserts that the classical problems are impossible under the 
Platonic restriction. As we know, proofs for this assertion were first given by 
Wantzel in the nineteenth century. In Figure 9.4, Pappus gets the trisector 
of LA V B by verging through V with respect to the lines p and q. 

Theorem 9.3 (Pappus). Given acute angle LAV B with AV = 1/2, let 
p = AF, where F is the foot of the perpendicular from A to VB. Let q be 
the perpendicular to p at A. Let vR intersect p at R between A and F and 
intersect q at S such that RS = 1. Then vR trisects LA V B. 

Proof. Let LBVS have measure t. Then LVSA has measure t. Let M 
be the midpoint of Rand S. Since LRAS is right, then A lies on the 
circle with diameter RS by the converse of the Theorem of Thales. So 
MA = MR = MS = VA = 1/2, and L.AMS and L.MAV are isosceles 
triangles. Hence, LM AS has measure t by the Pons Asinorum, LV M A has 
measure 2t by the Exterior Angle Theorem, and LA V M has measure 2t 
by the Pons Asinorum. Therefore, vR trisects LA VB .• 

Note that in Figure 9.4 the perpendicular bisector of V S intersects AS 
at a point T such that IT is the other angle trisector of LA VB. The 
construction for the trisectors works for obtuse angles as well, provided R 
is taken such that A-F-R. 
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Corollary 9.4 (Trisection Theorem). If cos x is a marked ruler num­
ber, then cos(x/3) is a marked ruler number. 

Proof. Exercise 9.1. _ 

The second of our specific problems is that of constructing a cube root. 
Although more complicated solutions for constructing a cube root had been 
made earlier, Nicomedes, who was born about 270 Be, was apparently the 
first to use v~ing. In Figure 9.5, Nicomedes verges through C with respect 
to AB and AD. Later solutions by Apollonius, Heron, Vieta, and Newton 
for the construction for a cube root are very much the same as that by 
Nicomedes when examined in detail. 

Theorem 9.5 (Nicomedes). Let LACB have sides of lengths l,l,k/4, 
where AB = k/4 with 0 < k < S. Let B be the midpoint of C and D. Let 
oR intersect ITA at Rand BA at S such that RS = 1 but R of. B. Then 
AS = {/k. 

Proof. Let the parallel to AB that passes through C intersect DA at E. So 
LABD rv LECD. Then, since B bisects DC, we have CE = 2BA = k/2. 
Also, since LECR rv LASR, we have (k/2)/CR = AS/I. With x = AS, 
then CR = k/(2x). With M the midpoint of A and B, by two applications 
of the Pythagorean Theorem, we now have 

[1 + k/(2x)f = CS2 = CM2 + MS2 = [CB2 - BM2] + MS2 

= [12 - (k/S)2] + [x + (k/SW. 

This reduces to the quartic equation 4X4 + kx3 - 4kx - k 2 = O. Fortunately, 
this quartic easily factors as (4x + k)( x 3 - k) = O. Since 4x + k > 0, then we 
must have x 3 - k = O. Therefore, x is the real cube root of k, as desired. _ 
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Corollary 9.6 (Cube Root Theorem). If x is a marked ruler number, 
then ~ is a marked ruler number. 

Proof. Exercise 9.2 .• 

By the Trisection Theorem and the Cube Root Theorem, we see that V 
is a real euclidean field such that ~ is in V whenever x is in V and such 
that cos(x/3} is in V whenever cosx is in V. 

Definition 9.7. A field F is closed under cube root if x in F implies 
~ is in F. A field F is closed under trisection if cos x in F implies 
cos(x/3) is in F. A euclidean field is vietean if the field is closed under 
cube root and closed under trisection. 

Since V is a euclidean field that is closed under cube root and closed 
under trisection, then V is vietean (pronounced vya'-te-en). That V is the 
smallest vietean field will follow after we have shown that all the real roots 
of a quadratic, cubic, or quartic with coefficients in a euclidean field closed 
under trisection and cube root are already in that field. Before proving this, 
we give a little of the bizarre background of polynomial equations with real 
coefficients. 

The first degree equation ax + b = 0 with a i- 0 has the solution 

b 
x= --. 

a 

Today, we think it strange that there might ever have been some problem 
about accepting negative numbers. Without negative numbers, the general 
linear equation ax + b = 0 does not even make sense. As late as the middle 
of the eighteenth century, it was not clear to some mathematicians that it 
made sense to multiply two negative numbers. Descartes would at first not 
recognize what we call the cartesian plane; negative coordinates would be a 
confusing surprise. (How many of us feel unhappy outside the first quadrant 
of the cartesian plane? How many of us would respond to "Is -x positive or 
negative?" without hesitation and yet without further explanation would 
identify "Is x positive or negative?" as a nonsense statement?) 

The Babylonians devised the method of solving a quadratic equation 
by completing the square, which in modern notation gives the quadratic 
formula as the solution to the quadratic equation. The quadratic equation 
ax2 + bx + c = 0 with a i- 0 has the solution 

-b ± y'b2 - 4ac 
x= 

2a 

Today, we probably have no problem with b2 - 4ac < O. In high school, we 
learned about complex numbers so that every quadratic would have roots. 
You may be surprised to learn that, unlike your own personal history, neg­
ative numbers and complex numbers were generally accepted at about the 
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same time in mathematical history. The roots of the quadratic equation are 
expressed in terms of the coefficients, using the four arithmetic operations 
and radicals. In particular, the real roots are expressed in terms of the four 
arithmetic operations and real square roots. 

As the Greek Menaechmus had given a geometric solution for duplicating 
the cube based on intersecting conics, the mathematician and astronomer 
Omar Khayyam (1050-1122), who is better known in the West as the Per­
sian poet who wrote the Rubaiyat, gave general geometric solutions to cu­
bics. For example, substituting the equation x 2 = ry of a parabola into 
the cubic equation x 3 + cx2 + dx + e = 0 gives rxy + dx + cry + e = 0, 
which is the equation of a hyperbola. The positive roots of the cubic are 
determined by the intersections of the conics. Omar Khayyam mistakenly 
believed that algebraic solutions for the general cubic were impossible. He 
also held the idea that geometric solutions for higher degree equations were 
impossible since space has but three dimensions. The publication of meth­
ods for solving cubics and quartics in Ars Magna in 1545 by Girolamo 
Cardano (Jerome Cardan, 1501-1576) is sometimes taken as the beginning 
of modern mathematics. The solution to the cubic followed the solution 
to the quadratic by nearly four thousand years. The story behind this un­
expected event may be cloudy because of the unreliability of the cast of 
characters, but we will see that the story certainly does not lack color. 

Cardano was one of the most fascinating of Renaissance men and with­
out any doubt one of the most extraordinary characters in the history of 
mathematics, as he himself relates in his autobiography Book of My Life, 
which is a Dover reprint. His excessive gambling provided the background 
for his mathematical book Book of Games of Chance, which incorporates 
such practical advice as how to cheat to win. He was a successful physi­
cian, so famous that he was called to far away Scotland to diagnose the 
Archbishop of St. Andrews. Cardano, a bastard son of a jurist, is said to 
have disciplined his own wayward son by cutting off the son's ears. Car­
dano was imprisoned for casting a horoscope of Jesus and yet later hired 
by the Pope as an astrologer. The resourceful Cardano had learned that 
Tartaglia (the Stammerer, Niccolo Fontana, 1499-1557) had demonstrated 
in a public mathematics contest that he knew how to solve cubics. Tartaglia 
stammered from a saber cut in the face he had received as a child from a 
French soldier. Tartaglia revealed his method of solving cubics to Cardano 
in 1539, only after obtaining a pledge from Cardano to keep the method se­
cret. In those days mathematical accomplishments were generally hoarded 
like military secrets and not rushed into publication. As we know, Cardano 
published the result in 1545. There are mitigating circumstances, how­
ever. Cardano and his student Ludovico Ferrari (1522-1565) claimed they 
learned in 1542 that Tartaglia's method was the same as that invented by 
Scipione dal Ferro (1465-1526) about 1500. Also, it is often overlooked in 
telling the story that Cardano did give credit to Ferro and to Tartaglia in 
the A rs Magna. Tartaglia and Ferrari took to quarreling about who first 
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solved the cubic. Tartaglia is known to have plagiarized two other authors. 
Ferrari, by the way, is reported to have been poisoned by his sister. Car­
dano died by his own hand to fulfill his earlier astrological prediction of the 
date of his death. In any case, such claims and counterclaims were made 
in the dispute that mathematical historians are still trying to sort out the 
truth in order to determine who should get the credit for first solving the 
cubic. 

The solution of the general quartic by Ferrari quickly followed his learn­
ing the solution of the general cubic. This too was published in 1545 in 
Cardano's Ars Magna. 

The promised theorem that x is in V whenever x is any real solution 
of any quartic or cubic polynomial equation with coefficients in V is a 
corollary of the next theorem. The most interesting way to show that the 
roots can be found is to find them. The theorem is proved by providing 
an algorithm for finding roots of cubic and quartic polynomial equations. 
Since IR is certainly a vietean field, then the proof of the next theorem 
also gives rules for solving cubics and quartics with any real (or complex) 
coefficients. The proof is longer than necessary but more interesting for the 
digressions. 

Theorem 9.8. Let V be a vietean field. If x is a real number such that 

ax4 + bx3 + cx2 + dx + e = 0, 

where a,b,c,d,e are in V with e "# 0, then x is in V. 

Proof. If both a and bare 0, then the solutions follow from the quadratic 
formula and that field V is euclidean. We first suppose a = ° but b "# 0. 
Then, without loss of generality, we may suppose b = 1. Setting x = y - c/3 
in our equation x 3 + cx2 + dx + e = 0, we obtain the so-called depressed 
cubic 

y3 + py + q = 0, 

where p = d - c2 /3 and q = 2c3/27 - dc/3 + e. Then, x is in V iff y is in 
V. We can solve the original cubic in x iff we can solve the new cubic in y. 
Both cubics have coefficients in V; the equation x = y - c/3 tells us how 
to get from one solution to the other. 

Our first solution will follow Cardano. This solution uses the identity 

(A + B)3 - 3AB(A + B) - (A3 + B 3) = 0. 

We set -3AB = P and - (A 3 + B 3) = q. If we can find A and B that satisfy 
these two equations simultaneously, then y = A + B will solve our problem 
because we will have ° = y3 - 3ABy - (A3 + B 3) = y3 + py + q. The two 
equations -3AB = p and _(A3 + B 3) = q give the identity 

(z - A 3)(z - B 3) = Z2 _ (A3 + B 3)z + (AB)3 = z2 + qz _ p3/27 
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for all z. So the quadratic equations (z - A3)(z - B 3) = 0 and z2 + qz -
p3/27 = 0 have the same solutions. Equation (z-A3)(z-B3) = 0 has roots 
A3 and B3; equation z2+qz_ p3 /27 = 0 has roots -q/2±J(q/2)2 + (p/3)3. 

Therefore, we can take A 3 = -q/2 + J(q/2)2 + (p/3)3 and B3 = -q/2 + 

J(q/2)2 + (p/3)3. After all these tricks, it is now easy to find A and B. 
Let 

We must check that 

is a solution to the cubic y3+py+q = O. In fact, if you know about complex 
cube roots, you can check that the three roots of the cubic in yare given 
by the three so-called Cardano Formulas: 

A+B, w2A+wB, 

where w = (-1 +iV3)/2. (Since w3 = 1, the three complex roots of 1 are 1, 
w, and w2 .) Since V is closed under cube root, if Yo is in IR then Yo is in V. 
Other real solutions for yare also in V; these solutions are found by solving 
the quadratic equation with coefficients in V determined by dividing the 
cubic by the term y - Yo. (See Exercise 9.3.) 

Our second method of solving the cubic is due to Viet a and is very 
elegant. We can suppose we have the equation y3 + py + q = 0 with p 
and q in V. The ingenious substitution y = p/(3z) - z gives the equation 
Z6 - qz3 - (p/3)3 = O. Since this last equation is a quadratic in z3 with 
coefficients in V, we can find in turn z3, z, and then y. Any solution for z 
in IR determines a solution for y in V. Exercise 9.13 asks you to derive the 
Cardano Formulas from the solution determined by Vieta's method. 

There is one problem, however. Suppose (q/2)2 + (p/3)3 is negative. This 
has traditionally been called the casus irreducibilis or irreducible case, al­
though, as we will see, the cubic has three real roots in this case. Even the 
Cardano Formula A + B involves complex numbers in the irreducible case. 
Cardano, who would not admit a negative number as a "real" root of an 
equation, was perplexed about the appearance of these little understood 
complex numbers in his formulas. (Complex numbers are still called imag­
inary numbers and at that time negative numbers were called fictitious 
numbers.) Cardano said of the formula in this case that it is "as subtle as 
it is useless." The Cardano Formulas are correct if we use complex numbers 
but it is true that they are somewhat useless for computation using only 
real numbers. By using trigonometric identities and a clever substitution, 
Vieta showed the way to avoid imaginary numbers in the irreducible case. 
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Now, (q/2)2 + (p/3)3 < 0 iff 27q2 < -4p3, in which case p < 0 and 
1(-q/2)J-27/p31 :s; 1. So, in the irreducible case, p < 0 and there is an r 
such that cos(3r)0 = (-q/2)J-27/p3. Vieta's clever substitution 

y=tJ-p/3 

in the equation y3 + py + q = 0 then gives the equation 

t 3 - 3t - 2cos(3rr = 0, 

which has roots 

2cosro, 2cos(r+120r, 2cos(r+120)0, 

by Lemma 2.20. So if (q/2)2 + (p/3)3 < 0 and cos(3r)O = (-q/2) J -27 /p3, 
then y3 + py + q = 0 has the roots 

J-4p/3 cos(r+ 120kr, k=0,1,2. 

All these roots are real. Since V is closed under trisection, then the roots 
are in V. 

A summary of the cubic case may be in order. The depressed cubic 
y3 + py + q = 0 with real coefficients p and q has either only one real root, 
which is given by the Cardano Formula A + B, or else three real roots, 
which are expressed above in terms of the cosine function. If p and q are in 
V, then the real roots are in V. Some of the unsatisfactory aspects of these 
solutions are illustrated in Exercises 9.14-9.16. It can be shown, although 
we have not done so, that in the general irreducible case the three real 
roots cannot be expressed in terms of the coefficients and real radicals. 
In complex numbers, however, all three roots are given by the Cardano 
Formulas. 

It does seem paradoxical that the limitation of not being able to express 
the roots of an arbitrary depressed real cubic in terms of real radicals 
applies to the case where all three roots are real. For example, it can be 
shown that such is the case for x 3 - 2px + p = 0 where p is any prime. 
However, for our purposes, the most prominent example is the equation 
x 3 - 3x - 1 = 0, which has three real roots 2 cos 20°, 2 cos 140°, 2 cos 260 0 • 

Although it is impossible to write 2 cos 20° in terms of real radicals, we can 
use the Cardano Formulas to obtain 2 cos 20° in terms of complex radicals: 

0_V1 + A V1- A 2 cos 20 - 2 + 2' 

We now turn to the quartic ax4 + bx3 + cx2 + dx + e = 0 with a #­
O. Without loss of generality, we may suppose a = 1. Further, by the 
substitution x = y - b/4, we have the depressed quartic 

y4 + py2 + qy + r = O. 
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If q = 0, then we have a quadratic in y2 and the solutions are quickly 
obtained. Otherwise, following the ideas of Vieta, we rewrite this equation 
as y4 = _py2 - qy - r and then add zy2 + z2 /4 to both sides to obtain 

(y2 + Z/2)2 = (z _ p)y2 _ qy + (z2/4 - r). 

The left-hand side of this equation is a square. If z is a number such that the 
right-hand side is the square of a term ofthe form gy+h, then the solutions 
for y will follow easily from the equations y2 + z/2 = ±(gy + h). Hence, we 
want z to be such that the right-hand side of the equation displayed above 
is a square, which is the case iff the roots of the quadratic 

(z - p)y2 + (-q)y + (z2/4 - r) = 0 

in yare equal. This happens iff [-qj2 - 4[z - p][z2/4 - r] = 0, which we 
rewrite as 

Z3 - pz2 - 4rz - (q2 - 4pr) = O. 

The solution is now clear. It would be more accurate to say that the method 
for determining the solution is now clear. That is, we first solve this cubic 
for a root z with z ?: p by the methods from above and then solve quadratic 
equations for y. Generally, in order to solve a quartic, we must first solve 
a cubic. Nobody said it was going to be easy to solve the general quartic 
equation. On the other hand, it is truly amazing that any quartic can 
be solved just because any cubic can be solved. Since V is closed under 
trisection and under cube root, then all real solutions of the quartic are in 
V. 

Another version of the same idea for solving a quartic runs as follows. 
Starting with x4 + bx3 + cx2 + dx + e = 0, we have x4 + bx3 = _cx2 - dx - e. 
Completing the square on the left, we have (x2 + bx/2)2 = (b2/4 - c)x2 -
dx - e. Adding (x2 + bx/2)y + y2/4 to each side, we get 

(x2 + bx/2 + y/2)2 = (b2 /4 - c + Y)X2 + (by/2 - d)x + (y2/4 - e). 

Again, we want a number y such that the right-hand side is a square. You 
can check that this requires that y be a root of 

y3 _ cy2 + (bd - 4e)y + (4ce - b2e - d2) = O. 

This method is due to Ferrari. _ 

Corollary 9.9. If x is a real root of a polynomial equation of degree 4 or 
less and the coefficients of the equation are in V, then x is in V. 

We saw above that being able to solve linear, quadratic, and cubic poly­
nomial equations automatically means being able to solve quartic polyno­
mial equations, without the requirement of any new operations. The con­
struction problems that can be solved with the marked ruler are precisely 
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those that when transcribed into algebra have solutions in V that arise 
from linear, quadratic, cubic, or quartic polynomial equations with coeffi­
cients in V. A construction problem that was solved in antiquity in terms 
of the intersection of two conic sections translates today into an algebraic 
problem that requires finding solutions to a polynomial equation of fourth 
degree or less. Thus, the conic solutions of the Greeks can be achieved as 
marked ruler constructions. 

Since the coefficients of x 3 + x 2 - 2x - 1 = 0 are certainly in V and 
since 2cos(360j7)D is a root of this cubic by Theorem 2.23, then the regu­
lar heptagon is a marked ruler construction. We state this result formally 
in our next corollary. See Exercises 9.11 and 9.12 for constructions, espe­
cially Plemelj's elegant construction of 1912 which is given in The Back of 
the Book for 9.12. Of course, the reguler enneagon is also a marked ruler 
construction by Theorem 9.3. 

Corollary 9.lD. The numbers cos(360j7)O and cos(360j9)D are in V but 
not in lEo 

The history of the first solution to the construction of the regular hep­
tagon is complicated and reminds us of the priority arguments almost six 
hundred year later over the solution of the cubic equation. The heptagon 
construction was published by three Arab geometers almost simultane­
ously. The date is probably the year 969. The story, which mainly concerns 
a bitter dispute between two young geometers who were both engaged in 
plagiarism, may be as follows. Abu'l-Jild initially gave a partially erro­
neous solution to the construction. Al-SijzI discovered this error and then 
requested AI-C Ala to solve a problem that would complete Abu'l-Jild's so­
lution. Without knowing the purpose of the problem that had been given 
to him, AIJ Ala unknowingly provided the missing link. Ironically, in his 
response to astrologer and geometer AI-SijzI, AIJ Ala gave his opinion that 
a conic construction of the regular heptagon is impossible. Abil'l-Jud and 
AI-SijzI then both published solutions without mention of AI_c Ala and ac­
cused the other of plagiarism. Very shortly thereafter, AI-KilhI, who previ­
ously had been a juggler of glass bottles in the market place of Baghdad, 
was the third to give a conic solution along with a detailed analysis of 
Archimedes' treatment of the problem. These great Arab achievements oc­
curred some twelve hundred years after the time of Archimedes. Without 
comment, we note that Al-SijzI lamented that where he lived the people 
considered it lawful to kill mathematicians. 

The classical Arabic literature contains at least a dozen more conic con­
structions for the construction of the regular heptagon. Several of these are 
due to the great Arab scientist and mathematician Ibn al-Haytham (circa 
965-1040), who is known to the West as Alhazen, from the Latinized form 
of his first name aI-Hasan. 

The construction of the regular heptagon did not receive much attention 
in Greek geometry. Other than an approximation by Heron, the heptagon 



136 9. The Marked Ruler 

B K A z 

D L G 

FIGURE 9.6. 

is hardly mentioned. However, there is one remarkable "construction" at­
tributed to Archimedes by the Arabs. There exists a "corrected" and edited 
manuscript from about 1740 of an earlier translation by Thabit ibn Quarra 
(830-901) of Book of Construction of the Circle Divided into Seven Equal 
Parts by Archimedes. This book contains eighteen propositions, with the 
first sixteen concerning right triangles and trigonometry. The title appar­
ently comes from the last two propositions. The construction of the reg­
ular heptagon in Proposition 18 is based on Proposition 17, which the 
Arab geometers called the Lemma of Archimedes. It is the questionable 
construction provided in Proposition 17, which is unlike anything else in 
Greek mathematics, that stimulated the Arab mathematicians to devise 
conic constructions of the regular heptagon, a task never accomplished by 
the Greeks. 

Given AB, the Lemma of Archimedes asks for the construction of points 
K and Z with B-K-A and B-A-Z such that (BA)(BK) = ZA2 and 
(KZ)(KA) = KB2. Suppose DABDG is a square. See Figure 9.6. Let T 
be the point on diagonal BG such that ill intersects AG at H, intersects 
BA at Z, and such that DTG = AH Z. (Although ingenious, this "construc­
tion" presents more problems than it solves. Point T certainly exists but 
we are not told how to find T such that triangles 6DT Z and 6AH Z have 
the same area. Note that if we take AB = 1 and AZ = x, then BK = x2 
with x3 + 2X2 - x-I = O. So, x is in V but not in IE.) Let the parallel to 
AG through T intersect BA at K and intersect DG at L. We now prove 
that K and Z are as desired. Since (BA)(LT) = (DG)(LT) = 2 DTG = 
2AHZ = (AH)(ZA), then BA/ZA = AH/LT; since 6AHZ '" 6LTD, 
then AH/LT = ZA/DL = ZA/BK. Thus, (BA)(BK) = ZA2. Since 
KA = LG = TL and LD = KB = TK, then KA/KB = TL/TK; 
since 6TLD '" 6TKZ, then TL/TK = LD/KZ = KB/KZ. Thus, 
(KZ)(KA) = KB2, as desired. 

Proposition 18 is something of a muddle and we follow the analysis of AI­
KuhI to construct an angle of (360/7)° by constructing a triangle whose an­
gle measures are in the ratio 1 : 2 : 4. Assuming the Lemma of Archimedes 
and the notation above, we claim that circles KBK and AZA intersect. See 
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z 

Figure 9.7. First, from the definition of T, we have BK +AZ > BK > AK 
and BK +KA = BA > AZ. Also, since (BA)(BK) = ZA2 and BA > BK, 
then ZA > BK and so KA + ZA > ZA > BK. It follows that KB 
and Az intersect, say at point M. Let t = mL.BZM. Then mL.AMZ = 

t and mL.MAK = 2t. Next, since (KZ)(KA) = KB2 = KM2, then 
KZ/KM = KM/KA. So l:,KZM '" l:,KMA and L.KZM ~ L.KMA. 
Hence, mL.K M A = t. We will be done after we show mL.K M B = 2t, as 
then l:,BMZ will have angles of measure t, 2t, and 4t. 

Let N be such that M-K-N and KN = KA. Since l:,BKM '" l:,AKN 
with both triangles isosceles, the angles L.K B M, L.K M B, L.K AN, and 
L.K N A are congruent to each other. We next show that each of these angles 
has measure 2t. By the Lemma of Archimedes, we know MA2 = ZA2 = 
(BA)(BK) = (MN)(MK). So MA/MN = MK/MA and then l:,MAN '" 
l:,MKA and L.MNA ~ L.MAK. Hence, mL.MNA = 2t = mL.KAN, 
as desired. Therefore, we now have mL.BZM = t, mL.ZBM = 2t, and 
mL.BMZ = 4t. Hence, t = 180/7 and we are done. We note that BM is 
the side of a regular heptagon inscribed in the circle through the points 
B,M,Z. Al-KuhI goes on to show that the points given by the Lemma of 
Archimedes can be obtained as conic intersections. 

Although Alhazen (Ibn al-Haytham) wrote a commentary on Euclid's 
Elements, two books on squaring lunes, and one entitled Quadrature of 
the Circle, mathematicians know him for one particular problem from his 
best-known work, the Treasury of Optics. This problem, which we will 
examine below, is known as Alhazen's Problem and concerns the path of 
light reflected by a circular mirror. Perhaps the most interesting story about 
Alhazen is that this already famous mathematician was called to Cairo from 
his home in Basra, Iraq, in order to carry out his plan for controlling the 
flow of the Nile by building a dam across the river near Aswan. However, 
once in Egypt, Alhazen realized that his plan was not feasible and admitted 
his failure to the capricious and murderous caliph. Fearing the insecurity of 
his position, Alhazen pretended to be mentally deranged and was confined 
to his house until the caliph's death. After the caliph died, Alhazen resumed 
his writing and teaching, surviving in Cairo for twenty more years. 
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FIGURE 9.8. 

Given points Hand B on the same side of line m, the construction of the 
shortest path from H to m to B is a ruler and compass construction. See 
Figure 9.8. As Heron of Alexandria argued in his Theory of Mirrors about 
the year 100, if R is the point on m such that H R+ RB is minimal then R 
is the intersection of m and the line connecting Band H', where H' is the 
image of H under the reflection in m. To see this, suppose P is any point 
on m. Since m is the perpendicular bisector of HH', then HP = H'P. So 
HP + PB = H' P + PB. Since we now want H' P + PB to be minimal, 
then we need H', P, and B to be collinear. The path has minimum length 
when P = R. Considering m to be the surface of a mirror, our path from 
H to R to B is that of light traveling from H to B by reflection in m at 
R. (Note the two very different meanings of "reflection in m.") 

Given points Hand B outside circle m (or both inside m), Alhazen's 
Problem is to construct, when possible, the shortest path from H to m 
to B. We want the path that light would take traveling from H to B by 
reflecting in circular mirror m. See Figure 9.9. We will see that this is not 
a ruler and compass construction. Alhazen was the first to show that this 
problem can be solved with conics. A thousand years ago, Alhazen used 
a long sequence of complicated lemmas for his demonstration. This was a 
considerable achievement; we turn to coordinate geometry. Without loss 
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o m 

FIGURE 9.9. 
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of generality, we may suppose m is the unit circle, H = (0, a), B = (b, c) 
with b -=f. 0, and R is the desired point of reflection. Let R = (x, y) and 
o = (0,0). So x 2 + y2 = 1. We recall from analytic geometry (or check 
any calculus text) that if () is the measure of an angle from a line with 
slope ml to a line with slope m2 then tan()O = (m2 - ml)/(l + m2mt). In 
our c~ we want an angle from RH to RD to be congruent to an angle 
from RU to RE. Since the lines RH, RD, RE have slopes (y - a)/x, y/x, 
(y - c)/(x - b), respectively, we have the formula 

~_11. 
x x 

1 + (y-a)y 
x 2 

11. _ 11..=£ 
x x-b 

1 + y(y-c) , 
x(x-b) 

which reduces to the equation y [2acx + bJ = ab + (a + c)x - 2abx2 . Squaring 
both side of this equation and replacing y2 by 1 - x 2 , we get a quartic 
polynomial equation in x with coefficients in terms of a, b, c. Therefore, by 
Corollary 9.9, we know that the construction is a marked ruler construction. 

We want to show that Alhazen's Problem is in general not a ruler and 
compass construction. Quartics are usually not easy to factor. However, 
we can arrange to have one of the extraneous roots of the quartic be +1, 
which is picked up because the angles satisfying the formula differ by 180 
in measure. We arrange this by taking a = b = c = 2. In this case, after 
discarding the factor x -1 from the quartic, we arrive at the cubic equation 
32x3 + 24x2 - 3x - 3 = O. This cubic has three real roots, one of which is 
positive, but no root in <Q and, therefore, no root in lEo In general, Alhazen's 
Problem is not a ruler and compass construction. 

If we know that light traveling from one focus of an ellipse and reflected 
in the ellipse travels directly to the other focus, the solution to Alhazen's 
Problem determines the ellipse that has foci Hand B and is tangent to 
circle m. The point of tangency is R, the point of reflection of light traveling 
from H to B. Although we now know that it is possible to construct R with 
a marked ruler by a long sequence of constructions that essentially solve 
the quartic equation, we admit that we have not produced a nice marked 
ruler construction for Alhazen's Problem. In this, we are no further ahead 
than we were a thousand years ago. 

The solution to cubics and quartics by radicals in complex numbers gave 
hope that solutions could be found for the general quintic. The last chap­
ter in the history of the search for solutions to the polynomial equations is 
another illustration of two mathematicians independently solving a prob­
lem at roughly the same time. This is another case where the problem is 
solved by showing that a solution is impossible. For the general polyno­
mial equation of degree 5 or higher, there is no formula or algorithm for 
expressing a root in tenns of the coefficients and algebraic operations (the 
four arithmetic operations and extracting kth roots for complex numbers). 
For example, if p and q are primes with q 2: 5 and a is an integer such that 
a 2: 2, then it can be shown that the polynomial equation x q - apx - p = 0 
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cannot be solved in complex radicals. The simplest special case is the quin­
tic equation x5 - 4x - 2 = 0. 

In 1799, Paolo Ruffini (1765-1822) gave a proof that virtually established 
the unsolvability of the general quintic by radicals. Ruffini's definitive work 
of 1813 on the subject is essentially the same as Wantzel's simplification 
of Abel's proof of 1822. The Norwegian Niels Henrik Abel (1802-1829) 
published this proof in 1824. Remediable defects mar the proofs of both 
Ruffini and Abel. Although Ruffini's work was overlooked for some time, 
the impossibility of solving general polynomial equations of degree higher 
than 4 is now referred to as the Abel-Ruffini theorem. This brought to an 
end the search for formulas to solve general polynomial equations, a search 
begun by the Babylonians nearly four thousand years earlier. 

In the second volume of the American Mathematical Society Bulletin 
(December 1895), Yale Professor James Pierpont (1866-1938) points out 
that Gauss did not completely prove what we in Chapter 2 have called the 
Gauss-Wantzel Theorem. He then sets about to fill the hole left by Gauss, 
without any mention whatsoever of Wantzel. Therefore, the paper would 
be of no significance if Pierpont had not gone on to make an important 
observation for which we need the following definition. A pierpont prime 
is a prime of the form 2a3b + 1. Pierpont primes are nowhere near as rare 
as fermat primes, but more about that below. Pierpont observed that the 
Greeks frequently used conic sections to give geometric constructions and 
asked the question, What regular polygons are constructible if the use of 
rational conic sections is allowed? We have seen, by a theorem of Viet a, that 
the use of rational conic sections is equivalent to being able to trisect angles 
and take cube roots. Thus we would rephrase Pierpont's question as, What 
regular polygons can be constructed with the marked ruler? By adjusting 
the proof of the Gauss-Wantzel Theorem slightly, Pierpont reaches the 
following answer. 

Pierpont's Theorem. A regular n-gon is constructible with the marked 
ruler iff n > 2 and n = 2a3bpIP2 ... Pk where a,b,k are nonnegative integers 
and the Pi are distinct pierpont primes. 

We give the following table, which ends Pierpont's article and which 
should be self-explanatory. We are looking at n-gons with n :::; 100. 

(;reeks: 2,3,4,5,6,8,10,12,15,16,20,24,30,32,40,48,60,64, 80, 96. 

(;auss: 17, 34, 51, 68, 85. 

Conics: 7, 9, 13, 14, 18, 19, 21, 26, 27, 28, 35, 36, 37, 38, 39, 42, 45, 52, 
54, 56, 57, 63, 65, 70, 72, 73, 74, 76, 78, 81, 84, 90, 91, 95, 97. 

With the obvious, reasonable definitions, it follows from the Steiner­
Poncelet Theorem that the tomahawk of Chapter 1 is equivalent to ruler, 
compass, and angle trisector. The field 1I' of tomahawk numbers is then the 
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smallest euclidean field that is closed under trisection. In other words, 'lI' is 
the intersection of all fields that are closed under trisection. We have seen 
above that angle trisection corresponds to solving Cardano's irreducible 
case for the cubic equation. The geometric tool called the tomahawk cor­
responds to the euclidean field 'lI' where cubics having coefficients in 'lI' and 
having three real roots necessarily have all three roots in 'lI'. American math­
ematician Andrew M. Gleason has recently sharpened Pierpont's Theorem, 
showing that the cube root construction is not needed for constructing the 
regular polygons. We state this result in the following form. 

Gleason's Theorem. A regv.lar polygon is constructible with the marked 
ruler iff the regular polygon is constructible with the tomahawk. 

So the regular heptagon (7-gon) and the regular triskaidecagon (13-gon) 
are tomahawk constructions. The regular hendecagon (l1-gon) is not a 
tomahawk construction, however, since 11 is not a pierpont prime. A fermat 
prime is a pierpont prime. Conjecturing that there are infinitely many 
pierpont primes, Gleason gives the 41 pierpont primes that are less than one 
million: 2, 3, 5, 7, 13, 17, 19, 37, 73, 97, 109, 163,193,257,433,487,577,769, 
1153,1297,1459,2593,2917,3457,3889,10369,12289, 17497, 18433,39367, 
52489, 65537, 139969, 147457, 209953, 331777, 472393, 629857, 746497, 
839809, 99.5329. 

Gleason goes on to remark that a generalization of a corollary from 
Gauss's Disquisitiones ArithmeticcE yields the following theorem, where 
¢(n) denotes the number of positive integers less than n that are relatively 
prime to n: A regular n-gon can be constructed if, in addition to ruler and 
compass, tools are available to p-sect any given angle for each prime p that 
divides ¢(n). For example, since ¢(ll) = (2)(5), then ruler, compass, and 
quinquesector are sufficient tools to construct a regular hendecagon. 

The field G of glotin numbers corresponds to the geometric construc­
tion tool consisting of the tomahawk together with an arbitrary number of 
attachable T's. This extension of the tomahawk by Glotin is described in 
Chapter 1; see Figure l.llc. The tomahawk with attachable T's allows n­
section of any given angle for any positive integer n. All regular n-gons are 
constructible with this tool. We may as well mention the field IHI, the field 
of Hippias, associated with ruler, compass, and quadratrix. Recall from 
Chapter 2 that with the quadratrix all angle division problems are reduced 
to segment divisions. Here, for any positive number x, if we can x-sect 
a segment then we can x-sect a given angle. Finally, if we augment the 
quadratrix with its limit point, the point H in Figure 2.7, then the tools 
are now associated with the field that is denoted by IHI (7r). As we have seen 
in Chapter 2, with these tools we can now square the circle. We mention 
only that the extension IHI (7r) of the field IHI is not a quadratic extension 
but is of such a different nature from anything else we have seen so far 
mentioned that the extension is called transcendental. 
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A tomahawk point is certainly a marked ruler point. Obviously, lE c 
1I' ~ V. However, 1I' =J V as ij2 ~ 1I'. (Note that the equation x3 - 2 = 0 
does not have three real roots.) The Delian Problem is unsolvable with the 
tomahawk. 

Whether realized as a tool based on Nicomedes' cube root construction 
of Figure 9.5 or based on the cissoid of Diocles, we can suppose that we 
have an ideal "cube rootor," the geometric tool that allows the construction 
of a segment of length the cube root of the length of a given segment. The 
field of numbers associated with ruler, compass, and cube rootor is ]]J), the 
smallest euclidean field that is closed under cube root. Since cos 20° is not 
in ]]J), then both 1I' and ]]J) are properly contained between lE and V. Of 
course, V is the smallest field that contains both ]]J) and 1I'. 

The principal topic of this book is the association of fields and geometric 
construction tools. The fields allow us to characterize those constructions 
that are possible with the given tools. We can easily imagine an abundance 
of combinations of geometric construction tools such that each of these 
combinations give rise to a field of numbers. However, we need not resort 
to bizarre tools such as the angle quinquesector and the cube root or to 
find a topic that is worthy of further study. Surprisingly, there seems to 
be little published on marked ruler and compass constructions. Using the 
compass along with the marked ruler opens the possibility of verging with 
respect to a line and a circle as well as verging with respect to two circles. 
Archimedes' trisection of an angle uses verging with respect to a line and a 
circle, but this particular use is unnecessary since Pappus' angle trisection 
requires only verging with respect to two lines. Therefore, marked ruler 
and compass constructions are unknown territory. Surely M, the field of 
marked ruler and compass numbers, is larger than V, but what is the 
best algebraic description of M ? \\That new constructions are possible with 
these readily available tools? Is the hendecagon a marked ruler and compass 
construction? 

Exercises 

9.1. Prove Corollary 9.4, the Trisection Theorem.O 

9.2. Prove Corollary 9.6, the Cube Root Theorem.O 

9.3. If x 3 + px + q = 0 has a root r, then find the other two roots for the 
cubic.O 

9.4. Outline a marked ruler construction for a perpendicular to a given 
line. 0 

9.5. Outline a marked ruler construction for bisecting a given segment.O 

9.6. Outline a marked ruler construction for a 60° angle.O 
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9.7. Can a regular polygon with 27 sides be constructed with a marked 
ruler? Can an angle of 10 be constructed with a marked ruler?<) 

9.8. Make a construction drawing for a 200 angle using a marked ruler 
and, to facilitate drawing perpendiculars, a right-angle ruler.<) 

9.9. Find the smallest pierpont prime that is greater than one million. 

9.10. Give a cubic equation whose positive root 8 is such that verging 
through (-2/3,1/3) with respect to the line with equation 2Y = -3X, 
which contains R, and the X-axis, which contains S, we have S = (8,0).<) 

9.11. Show the construction in Exercise 9.10 can be used in a marked ruler 
construction of a regular 7-gon.<) 

9.12. Show y6 - 7y4 + 14y2 - 7 = 0 has root 87 in V. (This cubic equation 
in y2 leads to a proof of the tomahawk construction for a regular heptagon 
that is given in The Back of the Book.)<) 

9.13. Show Vieta's method that uses the substitution y = p/(3z) - z does 
give the Cardano Formulas and only these solutions.<) 

9.14. Find x in V such that x 3 + 3x + 14 = 0 by using the Cardano 
Formulas. <) 

9.15. Express the real root of x 3 - 6x - 4 = 0 as given by the Cardano 
Formulas. Solve the cubic using Vieta's method for the irreducible case. 
Express all roots in terms of real radicals.<) 

9.16. Find all real roots of the equation x 3 - 7x + 6 = 0.<) 

9.17. Find all real roots of the equation x 3 + x 2 + X - 1 = 0.<) 

9.18. Find the length of the third side of the triangle having one side of 
length 5, one side of length 7, and an inscribed circle with radius of length 
1. Show that this triangle can be constructed with the marked ruler but 
cannot be constructed with ruler and compass.<) 

9.19. Recall the following definitions from calculus: 

eX - e- x 
sinhx = 2 ' 

eX + e- x 
coshx = 2 

T = arcsinh k iff sinh T = k, and t = arccosh k iff cosh t 
identities 

k. Prove the 

4 sinh3 x + 3 sinh x = sinh 3x and 4 cosh2 x - 3 cosh x = cosh 3x. 

9.20. Let h = v41pl/3 and k = (-q/2)V27/lpI3. Then prove: 

Theorem A. If p > 0 and y = hsinh[(1/3)(arcsinhk)], 
then y3 + py + q = O. 
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Theorem B. If p < 0, k?: 1, and y = hcosh[(1/3)(arccoshk)], 
then y3 + py + q = O. 

Theorem C. If p < 0, k -s: -1, and y = -hcosh[(1/3)(arccosh (-k))], 
then y3 + py + q = O. 

Theorem D. If p < 0, Ikl -s: 1, and y = h cos[(1/3) (arccos k)], 
then y3 + py + q = O. 



10 
Paperfolding 

Conic sections became an intrinsic part 
of our culture when Kepler discovered 
that the planet Mars travels around the 
sun in an ellipse, the sun being at one 
focus. 

DAN PEDOE 

Paperfolding, as a means of geometric construction and as opposed to 
origami, was introduced in 1893 by T. Sundara Row from India. In Sun­
dara Row's Geometric Exercises in Paper Folding it is evident that all ruler 
and compass constructions are possible by paperfolding. However, Sundara 
Row's angle trisection is admittedly only an approximation and he mis­
takenly implies that constructing a cube root is impossible in general and, 
in particular, that the duplication of the cube cannot be accomplished by 
paperfolding. In his 1949 A History of Geometric Methods, J. L. Coolidge 
refers to Sundara Row but limits his own folding operations to those equiva­
lent to the use of ruler alone. The first rigorous treatment of paperfolding is 
apparently by R. C. Yates in 1949 in his Geometric Tools. Yates postulated 
three operations: (i) place one point of the sheet upon another and thus 
create a crease; (ii) establish the crease through two given distinct points; 
and (iii) place a given point upon a given line so that the resulting crease 
passes through a second given point, when the given points and line are so 
situated that this may be accomplished. We will verify below that Yates's 
third postulate allows the construction of lines through a given point and 
tangent to the parabola with a given focus and given directrix. Yates proves: 

G. E. Martin, Geometric Constructions
© Springer-Verlag New York, Inc. 1998



146 10. Paperfolding 

if' 

P(x,Y) 

m : aX + bY + c = 0 

~Q(X"Y') 

FIGURE 10.1. 

Under the chosen postulates, all constructions of plane Euclidean geometry 
can be executed by means of creases. 

We suppose our paper is transparent. Kitchen waxed-paper is ideal for 
paperfolding constructions. The crease of a fold is readily apparent upon 
unfolding the waxed-paper. Tracing paper is also good, but expensive. You 
might pause here to think of the common geometric constructions that can 
be accomplished by paperfolding. 

The basic idea of paperfolding is that of a reflection. That is, after all, 
what a fold is all about. We have used the ideas of symmetry and reflection 
before, especially in developing the Mohr-Mascheroni theory of compass 
constructions. We are going to be a little more formal about things here 
and give a concise definition of a reflection while introducing some notation. 
In Figure 10.1, point Q is the image of P under the reflection in the line 
m. Although a young child can point to where Q should be, the standard 
formal definition takes a bit of understanding. This is mostly because the 
definition uses two conditionals. The definition has the same form as the 
definition of the absolute value function, which is usually the first definition 
encountered that uses two conditionals, where 

for real number x. 

if x:::: 0, 

if x < 0, 

Definition 10.1. Given line m, the reflection rm is the mapping on the 
set of points in the plane such that for point P 

r (P) = {p if P is on m, _ 
m Q if P is off m and m is the perpendicular bisector of PQ. 

The images of point P and line I under the reflection in line m are also 
denoted by pm and 1m , respectively. That is, 
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Is it clear that pt = Q iff P = Qt? If Pi=- Q, then this important equiva­
lence follows because the perpendicular bisector of PQ is the perpendicular 
bisector of QP. While we are thinking about the definition of a reflection, 
we should compute the formulas for the coordinates for an image of a point 
under a reflection in the cartesian plane. 

Theorem 10.2. In the cartesian plane, the image of (x, y) under the re­
flection in the line with equation aX + bY + c = 0 is (x', y') where 

, 2a(ax+by+c) 
x = x - -"--,,;---::=;:c----'­

a2 + b2 
d ,_ _ 2b( ax + by + c) 

an y - y 2 b2 . 
a + 

Proof. The equations hold when (x, y) is on the line as then (x' , y') = (x, y), 
since (x, y) is on the line with equation aX + bY + c = 0 iff ax + by + c = O. 
Now suppose that (x, y) is off the line. Then, by the definition of a reflection, 
the line m is the perpendicular bisector of the segment with endpoints (x, y) 
and (x', y'). So, (i) the midpoint of (x, y) and (x', y') is on the line m, which 
has equation aX + bY + c = 0; and (ii) the line through (x, y) and (x', y') is 
perpendicular to this line m. These two geometric properties are expressed, 
respectively, as the two algebraic equations 

a[(x + x')/2] + b[(y + y')/2] + c = 0, a(y' - y) = b(x' - x). 

Rewriting these two equations as 

{
ax' + by' = -2c - ax - by, 

bx' - ay' = bx - ay, 

we see we have two linear equations in the two unknowns x' and y'. Solving 
these (Exercise 10.10), we obtain the formulas in the statement of the 
theorem. _ 

We will more easily understand what is going on later if we can answer 
the following question. What are the lines t such that the image of given 
point P under the reflection in t is on given line p? This question turns 
out to have a very nice answer, as we will see in the next theorem. Recall 
that a parabola is the locus of all points that are equidistant from a point 
P, called the focus of the parabola, and a line p, called the directrix of the 
parabola. 

If at all possible, you should do some paperfolding as you read this chap­
ter. Here, it is instructive to take a 12 inch square of waxed-paper, fold a 
line p near one edge of the square (or mark a straight-cut edge as line p), 
and mark a point P about 1.5 inches from p. Now, fold along a line such 
that in the folding P falls on p, unfold, and then repeat this folding process 
many times, folding about a different line each time. You should begin to 
see what looks like a parabola appearing; what you are doing is described 
as forming a parabola as the envelope of its set of tangents. One thing you 
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will quickly learn is to take advantage of the mathematical equivalence of 
"pt on p" and "P on pt." Rather than have P fall on p in the folding above, 
you can have p fall on P. It amounts to the same thing mathematically, 
only the latter is easier to manage physically when p is an edge of the 
waxed-paper. After you have done this, you should continue experimenting 
with the waxed-paper to devise some paperfolding constructions of your 
own. 

Theorem 10.3. If point P is on line p, then pt is on p ifft passes through 
p or t is perpendicular to p. If point P is off line p, then pt is on p iff t 
is a tangent to the parabola with focus P and directrix p. 

Proof. The first part follows directly from the definition of a reflection. 
For the second part, suppose P is off p and pt = Q with Q on p. By the 

definition of a reflection in line t, then t is the perpendicular bisector of 
PQ. Since P is off p, then t and p are not perpendicular. The perpendicular 
to pat Q intersects t at some point T and TP = TQ. See Figure 10.2. So T 
is equidistant from the point P and the line p. In other words, T is on the 
parabola with focus P and directrix p. Assume S is a second point on t that 
is also on this parabola, and let F be the foot of the perpendicular from S 
to p. Then F =f. Q. Also, SQ = SP since S is on t, the locus of all points 
equidistant from P and Q. Further S P = SF since S is on the parabola, 
the locus of all points equidistant from P and p. Hence, SQ = SF and we 
have the impossibility that 6F SQ is an isosceles triangle with a right angle 
as a base angle. Assuming the existence of S has led to a contradiction. 
Thus, t contains exactly one point of the parabola; line t is a tangent of 
the parabola. 

Conversely, suppose t is a tangent to the parabola with focus P and 
directrix p. Let t intersect the parabola at T, let Q be the foot of the 
perpendicular from T to p, and let n be the perpendicular bisector of PQ. 
SO Q is the image of P under the reflection in n. Since T is on the parabola, 
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then T P = TQ and T is on n. By the argument above, line n is a tangent 
to the parabola. Since at a point on a parabola there is only one tangent 
to the parabola, we must conclude that n = t and that Q is the image of 
P under the reflection in t, as desired. _ 

Which folding operations do we want to incorporate into a definition of 
those points and lines that can be constructed by paperfolding? The answer 
to this question is by no means obvious. Unlike the other chapters, we can­
not immediately write down a reasonable definition and go on from there. 
What follows below is the result of hindsight. If you have experimented 
with folding waxed-paper, then you know that many of the elementary 
constructions are possible. You should have thought to try verging. How­
ever, verging in one folding is generally impossible. Also, the rules of the 
game do not allow the folded paper to be folded again without first unfold­
ing. We do insist that each postulated operation must be a single folding 
operation. Unlike most of our previous situations, we do not use a pencil 
here to record our constructions. The creases in the waxed-paper form a 
permanent record of our constructions. 

Although at first it is not clear why, we will concentrate on only one 
fundamental folding opemtion: If for two given points P and Q and for 
given lines p and q there are only a finite number of lines t such that both 
pt is on p and Qt is on q, then we may fold the paper along each of these 
lines t. This models folding the waxed-paper along a line such that in the 
folding we have P falling on p and Q falling on q. We have omitted from all 
consideration the bothersome case P = Q. You should give yourself several 
configurations of P,p,Q,q and locate the lines t such that pt is on p and 
Qt is on q for each configuration. You do not need waxed-paper to try this. 
Draw points P and Q and lines p and q as in Figure 10.3 on a regular sheet 
of paper. Then go to a lighted window to fold the paper on the lines t that 
do the job. Several executions of this exercise will persuade you that we 
have hope in showing algebraically that the fundamental folding operation 
is reasonable. In pursuit of this goal, we next examine the fundamental 
folding operation in relation to all the possible cases of incidence among P, 
p, Q, and q, with P i= Q. The next four paragraphs examine the different 
cases. 

Suppose P on p, Q on q, and p II q. Then we have pt is on p and Qt is 
on q for each perpendicular t to p. Since there are infinitely many lines t 
that give both pt is on p and Qt is on q, this first case is excluded by the 
finiteness condition of our fundamental folding operation. We do not want 
every point in the plane to be constructible by paperfolding. Although this 
case is something of a disaster, the remaining cases will be better behaved. 

Suppose P on p, Q on q, and p 1f q. Here the solutions for lines tare 
the perpendicular from P to q, the perpendicular from Q to p, and the line 
joining P and Q. These lines number at most three and each is algebraically 
determined by an equation that is linear or quadratic. 
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FIGURE 10.3. 

Suppose P off p and p -If q. Since all parabolas are similar (Exercise 10.6), 
we may suppose without loss of generality that P = (0,0) and p has equa­
tion Y = 2. Line q has equation of the form X + TY + 8 = 0 since q -If p. 
Let Q = (u, v). Since line t cannot be perpendicular to p if pt is to be 
on p, then t must have an equation of the form Y = mX + b. For use in 
Theorem 10.2, this equation for t is expressed in the form mX - Y + b = O. 
So pt on p then implies y' = y - 2( -1)(mx - y + b)/(m2 + (-1)2) with 
y' = 2 and x = y = O. This reduces to b = m 2 + 1. With Qt = (u', v'), that 
Qt is on q requires u' + TV' + 8 = O. So, by Theorem 10.2, we have 

{u - 2m[mu - v + (m2 + 1)]/(m2 + I)} 

+ r{v + 2[mu - v + (m2 + 1)l!(m2 + I)} 
+8 =0. 

This reduces to a monic cubic in m with coefficients that are rational 
expressions in T,8,U,V. Fortunately(!), we don't have to solve the cubic, just 
know that there are always exactly 1, 2, or 3 solutions for m. A solution m 
uniquely determines b and so uniquely determines line t. In this case, line 
t is among the tangents to the parabola with focus P and directrix p. If 
Q is off q, then t is also among the tangents to the parabola with focus Q 
and directrix q. The case Q off q and p -=f. q is analogous to this case. 

Suppose P off p and p II q. Here, lines t are determined by quadratic 
or linear equations, and there are at most two solutions (Exercise 10.13). 
Analogous results hold for the case Q off q and p II q. 

We check back and confirm that all cases have been considered. There­
fore, except when all three of p II q, P on p, and Q on q hold simultaneously, 
there are at most three lines that give pt on p and Qt on q. Each of these 
lines is determined in the cartesian plane by a polynomial equation of degree 
at most 3 with coefficients from the smallest field containing the coordi­
nates of P, Q, and the intercepts of p and q with coordinate axes. Since 
the marked ruler can be used to solve exactly those problems of polynomial 
degree 4 or less (Corollary 9.9), it follows that any point constructed by 
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application of the fundamental folding operation alone can be constructed 
with a marked ruler, provided we are not given any unusual points to begin 
with. This result will be our Theorem 10.5, whose statement must wait un­
til we have provided in Definition 10.4 the formal description of the points 
and lines that can be constructed by the fundamental folding operation. 

In formulating the definition of those points and lines constructible by the 
fundamental folding operation, we see that only the one case where p II q, 
P on p, and Q on q must be avoided. On the other hand, we might avoid 
the case p II q altogether. Not only will we do this, but it turns out that 
we are able to restrict the application of the fundamental folding operation 
to only the two special cases where q = PQ or p .1 q. Yates's postulate 
(iii), mentioned at the beginning of this chapter, is included in the case 
q = PQ. The starter set must determine two points and two lines in order 
to apply the fundamental folding operation at least once. It takes at least 
three points to determine two lines. The three points (0,0), (1,0), (0,1) 
determine the three lines having the equations Y = 0, X = 0, X + Y = 1; 
also, these three lines determine these three points. 

Armed with some set of points as the starter set and following the format 
of our previous definitions to express the fundamental folding operation, 
we quickly run into language complications. Try it. The clever escape is to 
take the starter set as a set of lines and then define the constructible points 
in terms of the constructible lines. After all, the fundamental folding opera­
tion creates lines foremost. A newly created line on the waxed-paper, corre­
sponding to a newly constructed line in the theory, is consistently denoted 
by t in this chapter, as a reminder that the lines are often the tangents 
described in Theorem 10.3. Now, provided you have carried out several 
applications of the fundamental folding operation on your own sheets of 
waxed-paper, the following definition easily models restricted applications 
of the fundamental folding operation. Theorem 10.5 follows from Defini­
tion 10.4 by the remarks above. 

Definition 10.4. In the cartesian plane, a line is a paper line if the line 
is the last of a finite sequence t 1,t2,'" ,tn of lines such that each line has 
one of the three equations Y = 0, X = 0, X + Y = 1, or is a line t such that 
pt is on p and Qt is on q where: (i) p and q are nonparallel lines that appear 
earlier in the sequence; (ii) P and Q are distinct points each of which is the 
intersection of two lines that appear earlier in the sequence; and (iii) either 
q = PQ or p .1 q. A paper point is a point that is the intersection of two 
paper lines. A paper circle is a circle through a paper point with a paper 
point as center. A number x is a paper number if (x, 0) is a paper point. 

Theorem 10.5. A paper point is a marked ruler point. 

Since none of the elementary constructions has been specifically modeled 
into the definition, there might be some apprehension that the definition is 
too narrow to model accurately all the physical constructions that are pos-
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sible. That the converse of Theorem 10.5 is also true is perhaps surprising 
and is the consequence of a sequence of seven lemmas. The lemmas follow 
Theorem 10.6, which should be compared with Theorem 2.2. 

Theorem 10.6. If P and Q are distinct paper points, p and q are nonpar­
allel paper lines such that q = PQ or p 1. q, and t is a line such that pt is 
on p and Qt is on q, then t is a paper line. 

Proof. Since p and q are paper lines, there are two sequences Pl,P2, ... ,p 
and ql,q2, ... ,q of lines such that each sequence satisfies the condition of 
Definition 10.4. Since P is a paper point, there are two sequences rl,r2, 
... ,r and Sl,S2, ... ,s of lines such that each sequence satisfies the con­
dition of Definition 10.4 and such that P is the intersection of rand s. 
Likewise, since Q is a paper point, there are two sequences Ul,U2, ... ,u 
and VI, V2, ... ,V of lines such that each sequence satisfies the condition of 
Definition 10.4 and such that Q is the intersection of u and v. Now, the 
concatenate sequence 

satisfies the condition of Definition 10.4. Therefore, the sequence 

Pl,P2,··· ,P,ql,q2,'" ,q,rl,r2,'" ,r, 

Sl,S2, ... ,S,Ul,U2,··. ,U,Vl,V2,'" ,v,t 

must also satisfy the condition of Definition 10.4. Thus, t is a paper line 
by Definition 10.4. _ 

Lemma 10.7. Every paper point is on two paper lines. Points (1,0), (0,1), 
(2,0), and (0,2) are paper points. Every paper line passes through two paper 
points. 

Proof. The points (0,0), (1,0), and (0,1) are paper points since each lies on 
two of the lines having one of the three equations Y = 0, X = 0, X + Y = 1. 
Since any other paper point must lie on two paper lines by Definition 10.4, 
then every paper point is on two paper lines. If P = (1,0), Q = (0,0), p 
has equation X + Y = 1, and q = PQ, then pt is on p and Qt is on q 
when t has the equation Y = X or X = 1. Hence, the two lines with these 
equations are paper lines by Theorem 10.6. So (1,1) is a paper point. Next, 
if P = (1,1), Q = (0,0), p has equation X = 1, and q = PQ, then pt is 
on p and Qt is on q when t has the equation X + Y = 2. Hence the line 
with equation X + Y = 2 is a paper line by Theorem 10.6. So (2,0) and 
(0,2) are paper points. Finally, since every paper line intersects the parallel 
paper lines with equations X = ° and X = 1 in two paper points or else 
intersects the parallel paper lines with equations X + Y = 1 and X + Y = 2 
in two paper points, then every paper line contains two paper points. _ 
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The paper points mentioned in the preceding lemma make up the starter 
set for the ruler points. We need the converse of the last part of the lemma 
to show that we have the power of the ruler. The desired converse is 
Lemma 10.9, whose proof requires the next lemma. 

Lemma 10.8 (cf. Euclid 1.11 and 1.12). The line perpendicular to a 
given paper line and through a given paper point is a paper line. 

Proof. Suppose P is a paper point on paper line q and that line t is the 
perpendicular to q at P. By Lemma 10.7, there is a paper line p on P that 
is different from q and there is a paper point Q on q that is different from 
P. Then q = PQ, pt is on p, and Qt is on q. Therefore, t is a paper line in 
this case by Theorem 10.6. 

Now, suppose Q is a paper point off paper line p and that t is the per­
pendicular to p that passes through Q. By Lemma 10.7, there is a paper 
line q through Q that intersects p, since there are two paper lines through 
Q and at most one can be parallel to p. So P, the intersection of p and q, 
is a paper point, and q = PQ. Since pt is on p and Qt is on q, then t is a 
paper line in this case by Theorem 10.6 .• 

Constructing the perpendicular through a given point to a given line is 
undoubtedly one of the elementary constructions you devised on your own. 
To construct the line t, without constructing p and Q as they appear in the 
proofs above, you need only fold the waxed-paper so that q falls on itself 
and the crease passes through P. You should feel free to use this shortcut 
now that Lemma 10.8 has been proved. 

Lemma 10.9. Any two paper points are on a paper line. 

Proof. Suppose P and Q are two paper points. There is a paper line p 
through P by Lemma 10.7. There is a paper line q through Q that is 
perpendicular to p by Lemma 10.8. Since p ..l q, pt is on p, and Qt is on q 
where t = PQ, then t is a paper line by Theorem 10.6 .• 

The lines p and q in the proof above are useless for folding the line 
through two points on waxed-paper. The lines are necessary for the theory 
to show that such a folding is permissible. In illustrating a paperfolding 
construction on waxed-paper, we would simply fold on PQ and not intro­
duce the lines p and q from the proof into the illustration. Yates's postulate 
(ii) is not explicitly written into our Definition 10.4 because it is implicit 
in the fundamental folding operation by Lemma 10.9. With Lemmas 10.7 
and 10.9, we now have the power of a ruler. Next, we head for a cannon. 

Lemma 10.10. If P and Q are two paper points and paper line p passes 
through Q, then the intersections of p and Q p are paper points. 

Proof. With q the paper line through paper points P and Q and with p a 
paper line through Q, Theorem 10.6 gives the angle bisectors of the angles 
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determined by p and q as paper lines. Since the perpendiculars from P to 
the angle bisectors intersect p at paper points the same distance from Q as 
P, the lemma follows. _ 

Within the proof of Lemma 10.10 there are paperfolding constructions 
for angle bisectors. On a sheet of waxed-paper, the angle bisector of LAV B 
is obtained by folding VA and vB together. Also, with P,p,Q,q as in the 
proof above, the perpendicular bisector of PQ is obtained in the one folding 
that brings P and Q together. This is, of course, right out of the definition 
of a reflection. This fundamental folding operation is Yates's postulate (i). 
The midpoint of P and Q is then easily constructed, as well. As a result of 
Lemma 10.10, we have the power of ruler and dividers. We next head for a 
poncelet circle with some center Q. 

Lemma 10.11. If P and Q are two paper points and p is a paper line, 
then any point of intersection of p and Q p is a paper point. 

Proof. If p is on Q, we are done by the preceding lemma. Suppose p is off Q 
and intersects Q p at a point R. We want to show that R is a paper point. 
Let q = 'J5Q. We may suppose p -ft q without loss of generality. Then, by 
Theorem 10.6, the perpendicular bisector t of P R is a paper line. Since the 
perpendicular from P to t is a paper line by Lemma 10.8 and intersects p 
at R, then R is itself a paper point. _ 

It now follows that all ruler and compass points are paper points. With 
Lemma 10.9 we were up to constructions with ruler alone and thus to 
the points with coordinates in IQ. Lemma 10.10 took us to constructions 
by ruler and dividers and thus to the points with coordinates in IP'. By 
Lemma 10.11 and the Steiner-Poncelet Theorem, we now have all the points 
with coordinates in lEo Next, we consider angle trisection and then cube 
roots. By the results of Chapter 9, success in this will bring us to all the 
points with coordinates in V. 

Lemma 10.12. The angle trisectors of the angles formed by intersecting 
paper lines are themselves paper lines. 

Proof. Suppose P,Q,R are paper points with LPQR acute. Let M be the 
midpoint of PQ, let p be the perpendicular from M to {;JR, and let q be 
the perpendicular to pat M. Of the three lines t with pt on p and Qt on 
q, let t be the one intersecting PM. As in Figure 10.4, let S = Qt and 
T = pt. Let QS intersect pat U. Then 6PMT ~ 6QMU by ASA. So 
TM = MU and 6TMS ~ 6UMS by SAS. Hence LTSM is congruent to 
LMSQ, which is congruent to LSQR. Since LTSQ ~ LPQS by the Pons 
Asinorum, then QS trisects LPQ R, as desired. (If t and q intersect at V, 
then QV is the other trisector of LPQR.) The result follows for obtuse 
angles angles as well because trisecting a right angle is a ruler and compass 
construction. (However, see Exercise 10.11.) _ 
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FIGURE 10.4. 

Since 2MQ = PQ = TS = SU in Figure 10.4, this angle trisection is 
related to the trisection construction of Pappus that uses verging and was 
given in Theorem 9.2. Dayoub and Lott gave the construction in the proof 
of the lemma in 1977 for the Mira, which is a transparent plastic reflector 
invented by Scroggie and Gillespie and distributed in the United States by 
Dale Seymour Publications (800-872-1100; P.O. Box 10888, Palo Alto, CA 
94303) and by Creative Publications, (800-624-0822; 5623 W 115th Street, 
Worth, IL 60482). A Mira is shown in Figure 10.5. Invented for use in the 
study of transformation geometry, the Mira is an excellent construction 
tool, although somewhat expensive. The construction theory for the Mira 
is the same as that for paperfolding. However, you should get your hands 
on one for the delight of making some constructions with this marvelous 
tool. 

A related but different construction for trisecting an angle by paperfold­
ing can be found in Exercise 10.14. This elegant construction is due to 
Hisashi Abe and was published in Japanese in 1980. 

The field of paper numbers is closed under trisection. Vve know from Vi­
eta's result that is "very worth knowing" that we are only one step away 
from showing that the marked ruler points are paper points. We need to 
show only that the paper numbers are closed under cube root. All attempts 

FIGURE 10.5. 
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at bending the classical verging solutions by Nicomedes, Apollonius, Vieta, 
and Newton to the problem of the cube root by paperfolding have ap­
parently failed. Nevertheless, the following construction, published by this 
author in 1979, does do the job. Figure 10.6 emphasizes the use of the 
fundamental folding operation in the construction. 

Lemma 10.13. If 0 and 8 are paper points such that 08 = k, then there 
is a paper point R on 08 such that OR = f/k. 

Proof. Without loss of generality, we may suppose 0 = (0,0) and 8 = 
(0, k). Let P = (-1,0) and Q = (0, -k); P and Q are paper points. Let p 
have equation X = 1 and let q have equation Y = k; p and q are paper 
lines. See Figure 10.7 and recall Theorem 10.3. Since two parabolas with 

q 

Q 

FIGURE 10.7. 
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a common vertex and perpendicular axes have a unique common tangent, 
there is a unique line t such that pt is on p and Qt is on q. By the definition, 
t is a paper line and intersects the Y-axis at a paper point R. Exercise 10.9 
requires you to show that R = (0, ~). Thus, R is a paper point such that 
OR=~ .• 

Since any marked ruler construction can be reduced to a sequence of 
quadratic problems, trisection problems, and cube root problems, our se­
quence of lemmas has shown that any marked ruler point is a paper point. 
We have the converse of Theorem 10.5 and the principal theorem of paper­
folding constructions. 

Theorem 10.14. A point is a paper point iff the point is a marked ruler 
point. The field of paper numbers is V. 

For given point P and given line m, we know from our theory that pm 
can be constructed by applying the fundamental folding operation alone. 
Exercise 10.1 asks that you do exactly that. In practice, however, the pa­
perfolding constructions are often done with a pencil in hand to mark the 
image of a given point P under the reflection in line m when the paper is 
folded along m. This tremendous short cut in constructing pm eliminates 
doing elementary paperfolding constructions over and over again. This is 
analogous to using a modern compass as a dividers when illustrating ruler 
and compass constructions, once Euclid 1.3 has been proved. There is also 
an analogue to using a plastic right-angle in doing euclidean construction 
to eliminate the tedium of constructing perpendicular lines. The name of 
the game is to make the constructions interesting but not to be bored by 
too much repetition. You might want to consider the consequences of al­
lowing more that one fold at a time. To fold the paper when the paper is 
already folded, which we have not allowed previously, presents possibilities 
for exploration. Again, you have to decide what game you want to play. 
The important thing is to enjoy the game. 

Exercises 

10.1. Given point P and line m, give a paperfolding construction for pm.o 

10.2. Give a paperfolding construction for a square having given side AB.O 

10.3. Give a paperfolding construction corresponding to Euclid 1.3.0 

10.4. Give a paperfolding construction corresponding to Euclid 1.1.0 

10.5. In three separate illustrations, each like Figure 10.3 and each with a 
different incidence of P,Q,p,q on waxed-paper, illustrate the construction 
by paperfolding of all the lines t determined by the fundamental folding 
operation. 
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10.6. Show that all parabolas are similar.<) 

10.7. State at least three theorems of elementary geometry suggested by 
folding a triangle, cut out from any kind of paper, along the three dotted 
lines shown in Figure 10.8.<) 

~------------------1\ ........ I 
1\ ....... I 

I ' ....... f 
I " ............... I 

I,......... I 
I \ ........ I 

) .... , 

FIGURE 10.8. 

10.B. Place point F in the center of a sheet of lined paper. For each line 
on the paper, as in Figure 10.9, fold so that the end of the line is at F and 
mark the intersection of the line with that crease. 'What do you have? 

FIGt;RE 10.9. 

10.9. Do the algebra necessary to finish the proof of Lemma 10.13.<) 

10.10. Obtain the formulas given in the statement of Theorem 10.2 from 
the equations in the proof. <) 

10.11. Give a paperfolding construction for trisecting a right angle. Con­
struct by paperfolding an illustration of the angle trisection construction 
of Lemma 10.12.<) 

10.12. Prove: If P and Q are distinct paper points, p and q are nonparallel 
paper lines, and t is a line such that pt is on p and Qt is on q, then t is a 
paper line. 

10.13. Show that if P is off p and p II q, then for any point Q different 
from P there are at most two lines t such that pt is on p and Qt is on q.<) 

10.14. Suppose LPQR is acute with M the midpoint of PQ. Let I be the 
perpendicular to QR at Q. Let N be the foot of the perpendicular from P 
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to I. Let n = PQ. Let q be the line through M that is perpendicular to I. 
Let t be the line intersecting PM such that Nt is on n and such that Qt 
is on q. Let S = Qt. Let t and q intersect at V. Show that QS and QV 
trisect LPQ R. 0 

10.15. Suppose paper square OABCD is trisected by PQ and by RS as 
in Figure 10.10. With line t such that ct is on AB and st is on PQ, let 
T = C t and find AT/TE.O 

A o~--------~o D 

P Q~-------<O Q 

I I 

R~ 6
1 

s 
j 

B o~--------~o C 

FIGURE 10.10. 

10.16. Starting with a given circle CB drawn on a sheet of waxed-paper 
and with a given point F inside/outside the circle, what is the locus of all 
points X such that t and C P intersect at X where P = Ft and C P = C B? 0 

10.17. Given paper points F and P and given paper line d, then show that 
a line through P and normal to the parabola with focus F and directrix d 
is a paper line.O 

10.18. Use paperfolding constructions to illustrate the following theorems: 
The medians of a triangle are concurrent at a point G, called the centroid of 
the triangle. The perpendicular bisectors of the sides of a triangle are con­
current at a point 0, called the circumcenter of the triangle. The altitudes 
of a triangle are concurrent at a point H, the orthocenter of the triangle. 
Further, points H, G, and 0 are collinear, on a line called the Euler line 
when the points are distinct. In fact, G trisects HO unless G = H = O. 
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For further reading, consider College 
Geometry by Nathan Altshiller Court 
and Ruler and Compasses by Hilda 
P. Hudson. These books have been 
reprinted in inexpensive editions by 
Chelsea Publishing Company. If you 
read German, seek out the book by L. 
Bieberbach; if you read French, seek out 
the book by Henri Lebesgue. Also, you 
may find a lot of interesting geometry 
in Foundations of Geometry by David 
Hilbert. For biographies of mathemati­
cians and scientists, enjoy wandering 
among the eighteen volumes of the Dic­
tionary of Scientific Biography, edited 
by Charles Coulston Gillispie. 

The following list of references includes only those references on geomet­
ric constructions that the author has seen. For each entry, the name of the 
author is as it appears on the cited work. A complete bibliography would 
be much longer than this entire book. Many more references to the sub­
ject, especially references at an elementary level, may be found in various 
bibliographies by William L. Schaaf. 
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"It's very provoking," Humpty Dumpty 
said after a long silence, looking away 
from Alice as he spoke, "to be called an 
egg,-veryf" ... 
"You've been listening at doors-and 
behind trees-and down chimneys-or 
you couldn't have know it!" 
"I haven't, indeed!" Alice said very gen­
tly. "It's in a book." 
"Ah, well! They may write such things 
in a book," Humpty Dumpty said in a 
calmer tone .... 
"If I'd meant that, I'd have said it," said 
Humpty Dumpty ... 
"When I use a word," Humpty Dumpty 
said in a rather scornful tone, "it means 
just what I choose it to mean-neither 
more nor less." 

Through the Looking Glass 
LEWIS CARROLL 

(Oxford mathematics teacher 
Rev. Charles Lutwidge Dodgson) 
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